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Abstract. Theory of Mind (ToM) highlights the social-cognitive ability of the individual to communicate and interact 

effectively with the members of each social group. Essentially, it is the cornerstone of social knowledge that allows the 

recognition and understanding of the thoughts, intentions, and feelings of all involved, promoting social interaction and 

engagement. Metacognition (MC) is a higher mental ability of the biological mind and is characterized by the observation, 

control, evaluation, differentiation, and readjustment of the cognitive mechanism, aiming at its optimal performance and 

maintaining the homeostasis of mental, social, and emotional becoming of an organism. The rapid development of 

technology in recent decades has promoted the development of Artificial Intelligence (AI) intertwined with the need to 

integrate ToM and MC capabilities, enriching human communication. This paper investigates how the above-described 

human cognitive functions are involved in the conception and development of an artificial agent and their influence on 

human society. The conclusions suggest the importance of being able to read beliefs, emotions, and other factors, but 

also introspection by an intelligent system for social benefit, including the necessary ethical constraints. 
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Introduction 
AI consists of a collection of software and 

hardware infrastructures created by humans, which 
operate in the physical or digital dimension. They 
collect data that contribute to the perception of their 
environment and process information given the best 
choice of action to complete a goal. In addition, 
artificial systems use symbolic rules or mathematical 
models, where several times through data analysis, 
they become adaptive, evaluating the effect of their 
previous actions on the environment (Samoili et al., 
2020). Essentially, artificial intelligence seeks to 
increase and improve human capacities for activities 
involving the reconstruction of nature and governing 
society. It employs intelligent machines to establish 
a harmonious society between humans and 
machines (Liu et al., 2018). 

Man's complex and flexible cognitive 
mechanism has prompted him to create artificial 
intelligence based on a deep understanding of 

human cognition and its processes. Mastering the 
conceptual models and their respective applications 
is considered essential. Expectations in the 
technology industry have increased mainly with the 
introduction of computing machines, given it was 
beneficial for creating, implementing, and executing 
programs based on a predetermined rational 
process. Among the cognitive abilities that pose a 
challenge for artificial intelligence in modeling 
human cognition is ToM (Erb, 2016). 

The ability to read minds occupies a 
privileged position in the development of human 
communication and is associated with prominent 
social, emotional, and cognitive skills (Brock et al., 
2018; Bamicha & Drigas, 2022a). Its evolutionary 
course involves reasoning processes, specific brain 
connections, and higher cognitive processes, such 
as executive function, with particular emphasis on 
working memory, inhibitory control, attention, and 
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cognitive flexibility (Frith & Happé, 1999; Samson, 
2009; Bamicha & Drigas, 2022b). 

One of the dominant goals of AI is to mimic 
human cognition. Enriching it with ToM skills would 
provide a machine system with the ability to reason, 
solve problems, make decisions, interact 
linguistically, and perform other cognitive processes 
(Garcia-Lopez, 2024). Central to the AI evolution is 
incorporating the thought of an intelligent being 
influenced by an emotional state. Comprehension of 
human thinking, motivations, and goals that dictate 
the individual's response to various situations is 
highly significant (Cuzzolin et al., 2020). The 
advanced form of Artificial Intelligence could improve 
machine thinking, significantly approaching human 
thinking (Bakola et al., 2022). 

Numerous studies report that executive 
functions, Cognition, and Metacognition constitute 
higher mental processes, which interact and are 
involved in each other's functioning, to achieve a 
goal. Effectual attribution of mental states to self and 
others is consciously controlled and evaluated by 
metacognition (Sodian & Frith, 2008; Bamicha & 
Drigas, 2023a, b). Metacognition, as a higher 
cognitive process, allows the person to be aware of 
their cognitive functions to observe them while they 
are working, to control them, allowing their 
differentiation and readjustment when required. 
Three key processes that pervade the metacognitive 
mechanism are observation, regulation, and 
adaptation, or ''consciousness'', a dynamic process 
that constitutes a dominant pillar in the cognitive 
pyramid (Drigas & Papas, 2017; Drigas, Kokkalia, & 
Economou, 2021). 

In artificial intelligence, metacognition has 
been linked to introspection, allowing the machine to 
form beliefs about its internal states besides 
examining the environment in which it operates. In 
this sense, we could distinguish Metacognitive 
knowledge, Metacognitive knowledge, Metacognitive 
regulation, and Metacognitive experience. According 
to the first function, the system as a cognitive 
processor knows itself. The second could be about 
the system's knowledge of what it knows and 
doesn't know. The latter is associated with a process 
that incorporates the system's previous experiences 
related to the goal it will manage. Evaluating the 
data it has gathered leads to formulating the 
system's potential forecasts for the result (Ribeiro et 
al., 2024). Creating AI systems with metacognition 
would allow systems to think, learn, and adapt to 
real-world conditions (Johnson, 2022).   

Perceived hardware/software complexity of 
IT systems pushed IBM to Autonomic Computing. 
The driving force behind the execution of the new 
perspective was the observation and finding of the 
more general emerging self-organization and self-
awareness of an agent in nature, whereby, by 
specific processes, it reveals and interprets a 
complex behavior through unobservable causes. 
Autonomic Computing intends to foster the growth of 
various functions related to self-control, self-

management, and self-organization in an IT system 
by increasing its level of autonomy. Indicatively, we 
mention the cases of autonomous Multi-Processor 
System-on-Chip platforms deployed in CPS and IoT 
applications and use self-awareness and self-
organization functions, to improve system design 
(Sadighi et al., 2018).  

The effective inclusion and integration of AI 
into human society requires providing it with ToM 
capabilities as a necessary condition. Therefore, 
artificial systems develop better levels of social 
interaction with humans and other agents. That will 
improve the understanding of intelligent systems for 
social cognition. Equally essential is the 
metacognitive capability in AI since it allows the 
assessment of system operation by limiting the 
chances of errors and external interventions, 
providing the best choice of actions in response to 
environmental challenges. Consequently, the study 
of the topic concerning the enhancement of AI with 
aspects of ToM and MC is worthy of attention, both 
for human-artificial system communication and the 
efficiency of AI applications. 
 
Methods and materials 

The current literature review relates to the 
empowerment of AI with dimensions of ToM and 
Metacognition and the expected consequences on 
the entire society. Methodologically, narrative review 
was utilized, as it provides a multifaceted and 
flexible approach to a research topic. Furthermore, 
the gathering and synthesis of earlier studies lead to 
an advancement in knowledge (Collins & Fauser, 
2005; Snyder, 2019). The review was conducted in 
the following international bibliographic databases 
like Google Scholar and Research Gate, using as 
search phrases: artificial intelligence, theory of mind, 
metacognition, computational theory of mind, and 
autonomous systems. The research included the 
following stages: search for sources based on 
keywords, selection of articles according to the 
subject of the research under study, categorization 
of the articles according to their content, and writing 
of the study. This review contained 85 articles, the 
findings of which led to conclusions indicating the 
necessity of integrating aspects of ToM and MC into 
AI to achieve harmonious human-machine 
coexistence and interaction. The exclusion criteria 
constituted the research studies were not directly 
related to the individual research topics and 
presented deficiencies regarding the clear 
interpretation and analysis of the information. While 
English-language sources published in reputable 
scientific journals were selection criteria, covering 
the period from 1979 to 2024 and focusing mainly on 
the last decade from 2014 to 2024. 
 
Theoretical background 
Artificial Intelligence (AI)                                                                                        

In their quest to comprehend and investigate 
artificial intelligence, numerous scholars have 
developed some definitions. AI is a technological 
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discipline that aims to make machines intelligent to 
understand, interpret, and predict the environment. It 
is directly related to the cognitive branch of 
computing that deals with solving problems, which 
cognitively concerns human learning, imitation, 
memory, and pattern recognition. In addition, it 
combines the theory and development of 
computational systems related to human intelligence 
functions (Chassignol et al., 2018). 

According to McCarthy, 2007 AI utilizes 
computer mechanisms and programs to understand 
human intelligence, which are highly effective at 
human tasks and named as intelligent. It is worth 
noting that artificial intelligence (AI) employs 
methodologies and approaches that are not always 
biologically observable. 

Next, we list crucial branches of AI. 
Machine learning in which programmers, 

leveraging complex mathematical expertise, design 
machine learning algorithms, creating a complete 
ML system. That enables machines to categorize, 
decipher, explore, and process data to solve real-
world problems (Tyagi, 2021). 

Fuzzy logic is a method of dealing with 
problems that aren't settled by using common sense, 
which relies on binary values. Since the specific 
troubles are expressions that are not true or false, 
making decisions is essential with more information, 
where their representation requires an intermediate 
value between absolute truth and absolute 
falsehood (García et al., 2019). 

Artificial intelligence integrating cognitive 
science and neurobiology creates Artificial Neural 
Networks (ANNs), which simulate and try to copy 
the function of the human brain and the 
communication of its neurons. It is a set of 
algorithms that aims to discover elementary 
relationships in a set of data through the imitative 
process of the human brain (Tyagi, 2021). 

Natural Language Processing is also 
designated as computational linguistics and aims to 
understand natural language. It allows users to 
communicate with their machines quickly and 
efficiently, using natural language, reducing the 
communication gap between humans and machines 
(García et al., 2019). 

Designing, building, using, and operating 
robots is the primary focus of Robotics applications 
in various scientific disciplines such as medicine, 
education, and others. It leverages machine learning 
to develop social interaction in diverse interactivities 
(Tyagi, 2021). 

Computer Vision is a branch of AI that, 
according to some techniques, enables computers 
to "learn" to recognize an image and its features. 
Leveraging machine learning models on images 
allows the computer to discern elements from the 
image, distinguish what it is, and separate it from 
another (García et al., 2019). 

Expert systems were among the first 
successful artificial intelligence software models. An 
expert system is a computer system that mimics the 

decision-making intelligence of a human expert. 
That is achieved depending on the database's most 
recent updates, from which it draws information, 
applying rules of reasoning and knowledge related 
to user questions (Tyagi, 2021). 

 
Theory of Mind (ToM) 

Theory of Mind constitutes the fundamental 
component of social cognition, involving those 
processes that promote the attribution of mental 
states to others so that successful social interactions 
between people develop. The ability to read the 
mind enables people to recognize that others have 
different knowledge, beliefs, and desires and act 
accordingly. It is a decisive factor in the child's 
cognitive growth, who, growing up, experiences 
various interactions. As a result, his experiences 
prompt him to distinguish important behaviors, 
understanding which of them have positive or 
negative consequences (Williams et al., 2022). 

The conceptual basis of ToM is meta-
representation, the individual's ability to represent 
the world according to one's perspective. At the 
same time, meta-representation allows one to 
perceive how others act according to their desires, 
thoughts, and feelings (Rakoczy, 2022). 
Representation is considered a primary performance 
function of mental states. The English philosopher 
John Locke mentioned the importance of 
representation, stressing that it makes things 
present in the mind. Italian philosopher Thomas 
Aquinas called "species" the property of mental 
states to represent objects. He even pointed out that 
the representation resulting from sensory images 
gives the mind semantic content (Calì, 2020). 

Researchers distinguish two different types 
of ToM, the explicit and implicit process. The first 
process is rapid and develops early, using implicit, 
automatic, and unconscious procedures, based on 
preexisting beliefs and patterns of response. In 
addition, it utilizes heuristics and biases, which limit 
direct control and intervention. While the slow, 
explicit process is controlled, it is distinct from 
conscious awareness and occurs later in life, as 
cognitive development is required (Roth et al., 
2022). 

 
Metacognition (MC) 

An advanced mental process known as 
metacognition observes, controls, and evaluates a 
person's behavior and mental processes. Therefore, 
through applying his metacognitive abilities, man 
becomes aware of his capabilities and limitations, 
including all factors that may affect his cognitive 
performance. Utilizing the metacognitive function, 
the individual gradually moves towards self-
awareness (Drigas & Mitsea, 2020a, b, c; Ribeiro, et 
al., 2024).  

The study of metacognitive theories is 
concerned with modeling intelligence and higher-
order reasoning. It has been demonstrated that 
selecting an efficient strategic solution and flexibly 
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treating an issue depends critically on metacognitive 
attention. At the same time, the meticulous 
observation of a person's cognitive functions 
promotes the mental mechanism's control, the 
search and finding of a solution depending on the 
conditions that arise (Cox, 2005). Notably, what 
exactly defines metacognition is awareness, 
evaluation, and regulation of thought (Drigas, 
Kokkalia, & Economou, 2021; Flavell, 1979).     

Three key characteristics—purposefulness, 
self-consciousness, and self-awareness—
distinguish metacognition from knowledge, 
according to Worley (2018). Assuming that a 
cognitive system develops a behavior, the 
metacognitive system observes, evaluates, and 
improves the system's performance by changing its 
behavior. That is achieved by controlling and varying 
its parameters, mainly by improving thinking. 
Therefore, metacognition as a higher mental 
process separates humans from simple 
reinforcement machines (Cox et al., 2022).                                                  
 
Artificial Intelligence approaches aspects of Theory 
of Mind 

According to the European Commission's 
High-Level Expert Group (HLEG) on Artificial 
Intelligence, Artificial intelligence (AI) refers to 
software systems that perceive their environment by 
collecting and interpreting data. The ultimate goal is 
to process information to act to achieve a specific 
goal. AI systems adapt their behavior depending on 
the influence of previous experiences based on 
symbolic rules or learning numerical models 
(Nebreda et al., 2024). 

Schossau& Hintze, 2023 state the evolution 
of human-level intelligence follows four crucial 
developmental milestones, including the system's 
ability to develop representation. First, he starts 
without representations, then creates 
representations for his environment, followed by 
representations of self and others, ending with self-
representations related to the evolution of his 
consciousness state. Regarding artificial 
intelligence, representations are the information the 
machine collects about the environment or itself. 
The performance of machines in complex and 
dynamic environments requires combining and 
preserving data derived from these environments so 
that future uses for them are possible. 

Several researchers in the computational 
theory of mind and artificial intelligence argue that 
ignoring consciousness can account for the 
description of mental representation. Since 
consciousness is not a passive observer of 
representations but an active process that affects 
the causal parameter of mental representations, the 
computational theory of mind lacks key aspects of 
ToM (Swiatczak, 2011). 

Emotion, a central factor in interpersonal 
communication, transmits information about the 
emotional state and is the basis for interpreting 
complex psychological processes and behavioral 

motivations. Therefore, it is considered a necessary 
capability of machines to develop intelligence. The 
evaluation of subjective emotional changes and the 
gradual building of knowledge constitute data that 
feeds the artificial intelligence engine by 
incorporating human attitudes, preferences, and 
emotional experiences. AI combining human 
psychological knowledge simulates the person's 
reasonable thought process creating an emotional 
interaction between humans and machines, 
machines and machines. That facilitates 
communication with the human factor and results in 
the identification and comprehension of emotions, 
thereby enhancing the empathy and ToM 
dimensions of the artificial system (Zhao et al., 
2022).  

The foundation of effective human-machine 
interaction is learning through imitation, where 
machines essentially learn from humans. Previous 
attempts to integrate ToM into machines did not 
include the learning factor, failing to capture the 
accurate working of the human mind. It was evident 
from most models that they could not capture the 
dynamic process of experience-based learning. At 
the same time, they relied on reasoning processes 
for processing the human linguistic code without 
considering how the human brain represents and 
organizes knowledge (Cuzzolin et al., 2020). 

Understanding other people's intentions is a 
complex process. It requires correct decoding of the 
social information received by the individual and the 
transfer of his social messages to achieve mutual 
social communication. Agents possessing ToM skills 
should be aware of the social and moral norms 
moreover, the tacit knowledge associated with any 
social situation. Furthermore, prior knowledge 
should be utilized to draw conclusions about the 
intentions and emotions of people and forecast their 
conduct (Williams et al., 2022).  

ToM significantly affects human-human and 
agent-agent interaction. As such, it contributes to 
understanding human communication, enabling 
modeling and personalization of user experiences. 
Simultaneously, it offers the chance to create 
collaborative human-computer systems work 
effectively. The computer keeps track of data 
regarding the user's intentions, beliefs, goals, and 
behavior and then makes assumptions that lead to 
conclusions. Specifically, the user models include 
statistics and machine learning methods, which 
achieve the direct processing, interpretation, and 
generalization of the data resulting from the 
interaction process. Additionally, a form of ToM 
modeling in deep learning uses meta-learning to 
achieve action prediction through a sequence of 
observations (Çelikok et al., 2019).  

Computational ToM allows agents to reason 
about other agents, which are more interpretable, 
and promote human-agent interaction. 
Consequently, an agent possessing principal 
aspects of ToM is informed about other agents' 
beliefs, recognizing those that are false (Zaroukian, 
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2022). In the work by Rabinowitz et al. (2018), 
models underwent training to identify various kinds 
of agents, as they predicted their later behavior 
based on their previous. Specifically, they proposed 
the creation of a ToM-net neural network, which can 
create models of the agents it meets, study their 
behavior, and ultimately advance human-machine 
interaction through applying meta-learning.  

It has been established the processing of 
non-verbal communication presents several 
difficulties in understanding social signals and 
behavioral cues. However, an agent with dimensions 
of social competence should be able to interact with 
the human agent, collect data regarding their 
intentions, beliefs, and goals, and use them to 
conclude. General social AI should process social 
data, incorporating verbal and non-verbal cues 
(Williams et al., 2022).  

Computational Theory of Mind (CTM) could 
be considered the revised form of Representational 
Theory of Mind. CTM treats the brain as a 
computer's kind and mental processes as 
computations. Moreover, it considers cognitive 
states as a set of computational relations governed 
by a sequence of processes involving various 
mental representations. At the same time, CTM 
develops models of cognitive processes that can be 
applied to artificial information processing systems, 
attempting to decode the mental processes of the 
human brain (Erb, 2016; Rescorla, 2015; Pitt, 2022). 

Computational models allow the simulation 
of behavior in various tasks and evaluate a model's 
performance to interpret human behavior in a broad 
range of contexts. Subsequently, they provide the 
possibility of combining the representations of 
specific mental processes with neural recording 
techniques. That contributes to gathering information 
about the corresponding neural circuit, facilitating 
the understanding of the functioning of ToM 
(González & Chang, 2021).  

Computational models of ToM fall into the 
following categories. 

Bayesian ToM relates to modeling inherent 
uncertainty that arises from inferring unobservable 
mental states and can capture participants' 
judgments. However, the applications of this specific 
computational paradigm are limited to simple 
settings, with implications for inference and 
generalization of results (Langley et al., 2022b).  

Game ToM is related to game theory, which 
has been used to model the representation of others' 
beliefs, thoughts, intentions, emotions, and desires 
in interactive economic games. Since the structure 
of these games is simple, they allow the use of 
neuroimaging, mapping the mental functions 
activated in the brain when representing the mental 
states of others. Probability distributions concerning 
actions, states, or beliefs of other players function to 
present a player's perspectives. Modeling gaming 
behavior involves examining players' reasoning, 
goals, and motivations (González & Chang, 2021; 
Cheong et al., 2017).  

In addition, RL and IRL models offer state-
of-the-art results in scalable real-world tasks. 
However, a substantial quantity of data processing 
or access to a simulator is required, including 
interpretation limitations. In particular, 
Reinforcement Learning models enable the 
understanding and automation of goal-driven 
learning and decision-making. Observing the 
interaction of an agent with its environment provides 
the possibility of predicting errors in the outcome. In 
a typical RL environment, learning results from 
optimal actions aimed at behavior that maximizes a 
predetermined reward function. Whereas Inverse 
Reinforcement Learning tries to recover the 
reward function from the observed behavior of the 
agent. The latter algorithm lends itself to modeling 
beliefs, goals, and desires from observing the 
actions of others (Langley et al., 2022b; González & 
Chang, 2021).  

Computational methods make it easier to 
comprehend how humans adapt to and incorporate 
the beliefs of others in a social environment that is 
constantly changing. Studies report that the use of 
analogical models for the understanding and 
interpretation of social information by humans 
identifies the effect of the individual's actions on the 
beliefs of others and the feedback of these 
assessments for optimal decision-making (Cheong 
et al., 2017). 

Nguyen & Gonzalez, 2020 developed a 
Bayesian ToM (BToM) model, which uses Bayesian 
probabilities and human rationality to identify mental 
states. In particular, relying on the observation of 
other agents' actions concludes their beliefs and 
desires. It is a decision-making algorithm and a set 
of cognitive mechanisms that develop computational 
models. The algorithm integrates knowledge of past 
experiences. Making decisions is aided by the 
algorithm's integration of prior experiences and 
representation of those that are pertinent to the 
current circumstance. The computational process 
follows inductive learning processes without using 
large volumes of data or complex models.  

The development of artificial agents that can 
successfully communicate with humans may benefit 
from ToM research utilizing deep learning. It is 
enough to consider the importance of ToM in mutual 
communication and language development. 
Specifically, advanced deep learning tools can 
contribute to understanding how ToM works by 
allowing precise manipulation of words and phrases 
fed into models. In addition, the possibility of 
intervention is given to individual structural elements 
of deep learning, such as specific artificial neurons 
that model other factors and related components 
related to ToM processes. A prerequisite is that 
deep learning models of ToM approximate human 
ToM ability (Aru et al., 2023). 

Several studies report that AI constructs that 
incorporate ToM dimensions would help interact with 
individuals diagnosed with neurological disorders 
such as autism, depression, Alzheimer's, and 
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schizophrenia by providing empathic healthcare. Α 
consequence would be the reinforcement of 
psychological treatments, such as cognitive 
behavioral therapy or mindfulness, enabling robots 
to understand and express emotions in their 
communication with humans (Cuzzolin et al., 2020). 
In addition, artificial intelligence acts effectively, 
mainly through machine learning, in the diagnosis of 
various neurodevelopmental disorders, allowing the 
organization, analysis, and classification of data 
(Anagnostopoulou et al., 2020; Sideraki & Drigas, 
2021; Fotoglou et al., 2022; Kyriakaki et al., 2023; 
Moraiti& Drigas, 2023; Chaidi & Drigas, 2023). While 
at the same time AI, utilizing digital technology, 
facilitates the access of people with special needs to 
education, significantly reducing discrimination and 
exclusion (Vrettaros et al., 2006; Karyotaki & Drigas, 
2015; Garg & Sharma, 2020; Macpherson et al., 
2021; Pappas & Drigas, 2016; Tourimpampa et al., 
2018; Chaidi & Drigas, 2022; Papanastasiou et al., 
2022; Moraiti et al., 2023; Bamicha & Salapata, 
2024). 
 
Artificial Intelligence approaches aspects of 
Metacognition 

The quick growth of ΑΙ creates the 
imperative need to approach artificial systems from 
a metacognitive perspective, contributing to their 
self-awareness, self-management, and self-healing. 
Since using AI systems often leads to critical 
choices with expected high consequences, security 
is an indisputable condition of their construction. 
Metacognition is a capability that can be 
incorporated into artificial intelligence systems, 
providing monitoring and understanding of their 
external and internal operating environment. As a 
result, it enables systems to control and evaluate 
their performance, identifying and restoring possible 
errors. The primary sources of failure of an artificial 
intelligence system may be due to deficiencies in the 
design and pre-development process of its 
engineering and problems arising from its 
operational use (Johnson, 2022).  

Intelligent systems have developed their 
autonomy by utilizing metacognition. The use of the 
metacognitive mechanism provides the ability to 
observe and control their learning and reasoning, 
which is why metacognition in AI is often referred to 
as meta-reasoning, introspective monitoring, and 
meta-level control. However, the enrichment of 
artificial systems with metacognitive features 
presents troubles due to the complexity of the 
individual processes that make up the metacognitive 
process (Caro et al., 2015).  

According to Schmill et al., 2008, an artificial 
intelligence system characterized by the ability to 
reason and evaluate its processes has the meta-
reasoning ability. Systems that can develop self-
models by assessing their internal representations 
and processes have metacognitive capabilities. 
Therefore, if an invalidation or alteration of their 
expected cognitive processes is detected, meta-

level error diagnosis and assessment might aid their 
readjustment. A fact that strengthens their 
performance and facilitates their application.  

Systems that model and represent belief-
generating processes, displaying metacognitive 
function, are distinguished between those that 
reason about what action to follow and those that 
look for the cause of an error, interpreting a failed 
action. In the first case, the systems choose an 
action according to the knowledge of the mental 
mechanism available to the system. In the second 
instance, systems undertake a feedback process of 
the reasoning process, providing interpretation and 
understanding of their operation (Cox, 2005).  

Introspective monitoring of an agent's 
reasoning for effectiveness involves the perceptual 
process and a form of internal feedback to perform 
better, but also an evaluation of its meta-deliberative 
data. More generally, it is necessary to understand 
and process various events, situations, and actions 
of other actors in an environment to interact and 
respond satisfactorily in a social context. Using 
expressive language abilities is very beneficial for 
the meta-reflective process (Cox & Raja, 2011). 

To be more precise, introspection is a 
metacognitive process that entails assessing meta-
level data obtained at the object level. Finding errors 
in reasoning at the object level is the primary aim so 
that the intelligent system, through sufficient 
information, can make effective corrective decisions 
at the meta-level. However, it seems that despite the 
efforts to integrate introspective operations into the 
systems, they do not have a model of the knowledge 
they possess (Caro, Gomez, & Giraldo, 2017). 

Per an earlier report, AI incorporates 
metacognition to build robust systems through two 
basic metacognitive processes: introspective 
monitoring and meta-level control. Caro et al., 2015 
proposed a new Domain-Specific Visual Language 
(DSVL) for modeling metacognition in an intelligent 
system. They called it M++ and it includes the two 
functions of metacognition mentioned above. It 
provides precision in metacognitive concepts and a 
visual framework for the software engineering of 
such systems. It can also support the rapid 
prototyping of metacognitive architectures and 
enhance the analog system's design, testing, and 
updating. 

The ability of intelligent systems to observe 
and control the processes of learning and integration 
of information has led to an increase in their 
autonomy, mainly in the choice of decisions. The 
main metacognitive processes of a system include 
metamemory, self-regulation, and 
metacomprehension. Metamemory constitutes the 
mechanism of control and observation of memory 
processes. Self-regulation is directly related to the 
adaptive action of the system regarding its learning 
processes. Finally, metacomprehension as a 
metacognitive component concerns the degree of 
understanding of the information received by the 
system (Caro Piñeres& Jiménez Builes, 2013). 
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The meta-reasoning process is 
characterized by self-adjustment, seeking to improve 
the performance of an autonomous agent. As a 
result, it can leverage algorithms to process various 
information it receives through sensors to plan tasks 
and make decisions that make it efficient. In 
addition, it can understand the environment, 
determining its actions. A multi-agent system may 
include additional reasoning algorithms such as 
coordination and clustering. Moreover, agents 
should consider the actions of multiple agents as 
they interact dynamically in the environment. In this 
case, system performance can be affected by meta-
reasoning's effects (Langlois et al., 2020).  

M'Balé& Josyula, 2013 point out that agents 
should adapt to various contingencies to correct 
failures and errors. If not, they are deemed fragile 
systems. Therefore, the capacity to employ 
metacognitive elements enables performance 
management and monitoring, enabling remedial 
interventions. Artificial systems show limited 
adaptability and flexibility, as any deviation from their 
specifications makes their operation difficult. 

An intelligent agent possessing 
metacognitive abilities perceives stimuli from the 
environment and acts rationally, choosing actions 
that will lead him to achieve his goal. Meta 
reasoning processes presuppose the perception of 
reasoning and its control, aiming to improve the 
quality of its decision-making, and distinguishing the 
mental actions in which it excels and lags. 
Consequently, it preserves equilibrium within the 
computational process and the behavior it will 
manifest (Cox & Raja, 2011). 

Some agents have episodic memory, which 
enhances their performance by supporting their 
cognitive ability. M'Balé& Josyula, 2013 presented 
the design of a metacognitive agent that can be 
connected to any cognitive agent, aiming to improve 
the adaptability of the cognitive system. In particular, 
the metacognitive agent continuously observes the 
performance of the cognitive agent and gradually 
becomes aware of its behavior and expectations 
about the environment. In addition, the 
metacognitive system forms its expectations by 
evaluating what it observes while identifying 
indications of violations of cognitive system 
expectations by suggesting corrective solutions. The 
communication interface between the two agents 
uses messages, and the metacognitive agent 
operates externally to the cognitive agent without 
necessarily sharing the same resources. 

Computational metacognition includes the 
ability of Intelligent Systems (IS) to monitor and 
control their own learning and reasoning processes, 
which in human intelligence are related to higher 
cognitive functions. Metacognition allows an 
intelligent system to display metacognitive 
capabilities from at least two cognitive fields (object 
level and meta-level). In the first metacognitive 
ability, the intelligent agent has a reasoning model 
for its environment allowing problem-solving. While 

the second concerns a level of representation of the 
agent's reasoning (Caro, Gomez, & Giraldo, 2017). 
Essentially, computational metacognition aims to 
harness knowledge from the operational process of 
human metacognition and metacognitive 
approaches to artificial intelligence. Declarative 
representation and monitoring of cognitive 
processes in an intelligent system constitute 
dominant processes for self-management and 
performance of its cognitive function (Cox et al., 
2022). 

Jackson, 2020 wants to give another 
dimension to metascience, stating that it is possibly 
closely related to metacognition in human 
intelligence and human-level artificial intelligence. 
He suggests that the representation and processing 
that could support the metacognition of an AI system 
could also enhance an AI system that reasoned 
meta-scientifically about various fields of science. 
This view rests on the reasoning that scientific 
reasoning can be considered a subcategory of 
cognition in general, and metascientific reasoning 
can be considered a subcategory of metacognition. 
Metascience is considered the organized and 
procedurally unified acquisition of knowledge for 
systematic methods of knowledge acquisition, the 
science concerned with the understanding and 
formation of science in all scientific fields. 

Especially significant for the effectiveness of 
an AI system is its ability to create from its 
experiences a database of knowledge resulting from 
monitoring performance, error rates, and prediction 
results of previous situations. It is the metacognitive 
memory of the system, an essential tool for 
evaluating its capabilities, processing data, and 
making decisions, improving its functionality 
(Johnson, 2022). 

Metamemory, according to cognitive 
psychology is a component of metacognition and 
includes self-observation and control of memory 
processes by the human factor. Researchers 
Yamato et al., 2020 studied an advanced neural 
network that has a metamemory function based on 
the self-report of memory and analyzed the 
mechanism of metamemory. They developed neural 
networks utilizing neuromodulatory neurons, which 
can dynamically alter the plasticity of a neuron's 
connection. In particular, they looked at the neural 
network's structure, dynamics, and behavior, in 
which two modulatory neurons regulate certain 
connections from standard neurons to another 
modulatory neuron. The modulatory neuron could 
influence the network circuit according to the result 
of monitoring the memory state in the choice phase, 
allowing the network to respond accordingly to the 
experiment task. 

Crowder & Shelli Friess, 2011 argue that an 
artificial system has cognitive self-awareness when 
it incorporates an artificial cognitive neural 
framework by evaluating its cognitive relationships 
within the artificial intelligence system. It could be a 
neural processing system that uses a modular 
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artificial neural architecture, providing flexibility and 
diversity in system capabilities. Particularly useful for 
the intelligent system would be mastering the 
concepts of emotions assisting in the information 
processing depending on the environment and 
immediate response in real-time. In addition, the 
system with metamemory features would allow 
access to cognitive data processing, providing their 
analysis and storage for later use. 

Intelligence estimation of agents could be 
attributed to their efficiency in solving multiple and 
innovative tasks, using knowledge and models 
derived from past experiences. In this sense, meta-
learning and knowledge transfer are the criteria of 
his intelligence. Langdon et al., 2022 point out that 
using models that reinforce and guide behavior and 
learning can help improve meta-learning, social 
cognition, and consciousness in AI as well as 
humans. In particular, meta-learning in artificial 
intelligence systems, say, the learning of learning 
algorithms and the selection and use of models and 
knowledge, is crucial for solving new situations. 
Behaviorally, it is characterized by the integration of 
experience into pre-existing knowledge. 
Consequently, the possibility of adaptation, the 

flexibility of artificial systems, and successful 
cooperation with humans is promoted. 

While artificial intelligence has contributed 
significantly to solving various problems, 
implementing multiple processes in a single system 
and flexibly managing and coordinating them 
presents limitations. Dehaene et al., 2021 point out 
that when an artificial system has access to a set of 
information in its cognitive system, which it can 
recall, process, and act upon, it develops conscious 
functions. In addition, the intelligent system that can 
monitor its cognitive function process of data 
processing and analysis and collecting information 
about its performance has a form of introspection. 
Essentially, he creates internal representations of 
his knowledge and abilities related to metacognition. 
Therefore, the mentioned skills would cause an AI 
system to behave as though it were conscious. 
According to Kralik et al., 2018 consciousness 
includes metacognitive aspects that contribute to its 
effective functioning and lead to decision-making. 

Then follows a scheme that summarizes the 
utilization of the cognitive functions of Tom and MC 
by the biological and artificial mind. 

 
 

 

 
 

 
Figure 1. Theory of Mind and Metacognition in Biological and Artificial Mind 

 
 

Authors Bamicha and Drigas, considering 
the findings of studies (Frith & Happé, 1999; 
Samson, 2009; Bamicha & Drigas, 2022a, b; 
Williams et al., 2022; Bamicha & Drigas, 2023a, b; 
Garcia-Lopez, 2024; Drigas & Papas, 2017; Cox & 
Raja, 2011; Johnson, 2022; Drigas & Mitsea, 2020a, 
b, c; Ribeiro et al., 2024; Schossau& Hintze, 2023; 
Nebreda et al., 2024) summarize the use of higher 
cognitive functions of ToM and MC by humans and 
artificial intelligence. 

 
Results and Discussion 

Artificial intelligence is characterized by 
scientificity because it includes intriguingfindings 
from different fields of knowledge, such as logic, 
statistics, engineering, image processing, linguistics, 
philosophy, psychology, and neurology. It has 
various digital tools with accessible user interfaces, 
covering separate scientific fields and requiring their 
appropriate selection and utilization (Ertel, 2011). 
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The dominant role of artificial intelligence 
should be to enhance humanity and respect human 
autonomy, while at the same time, it should be 
characterized by transparency and ethics. Also, the 
creation of technical systems must aim at increasing 
human efficiency while respecting human dignity 
and preserving cultural diversity. Moreover, its 
design concept is to protect personal information 
and maintain privacy. However, it should undergo 
an algorithmic process that allows the human agent 
to undo the inadvertent error. Finally, it is necessary 
to avoid bias in conjunction with appropriate and 
representative research (García et al., 2019). 

Artificial intelligence (AI) is a fundamental 
evolution in the field of technology, including 
Machine Learning (ML), which is about the ability of 
machines to learn from data. Deep learning (DL), 
which is based on artificial neural networks and 
aims to facilitate learning effectively, occupies a 
prominent role. The collaboration of deep learning 
with reinforcement learning, where an agent 
acquires knowledge through interaction with the real 
world, receives the corresponding consequence, 
has spectacular results (Cuzzolin, 2020). 

Utilizing smart devices with the ability to 
adopt flexible strategies often creates the 
impression of knowing and awareness of a situation, 
as well as intentions and beliefs (Erb, 2016). 
Engineering social knowledge and the emergence of 
an agent's social intelligence requires the cognitive 
base of interactions and an understanding of how 
messages are integrated through cues to support 
developing agents with social intelligence. 
Additionally, modeling elements of culture according 
to social norms can enhance understanding of 
social relationships (Williams et al., 2022).  

Data modeling processes in the agent use 
reinforcement learning and imitation learning, 
replicating present behavior without considering 
internal mental states. In addition, a significant 
factor of successful human-agent interaction is the 
trust of the individual towards the agent, especially 
when the way agents are pushed to conclusions is 
not perceived. Consequently, the two-way exchange 
of information and the training of humans in factors 
that affect the functionality of an AI system would 
enhance the development of Artificial ToM (Williams 
et al., 2022). 

Regardless of the theory used by research 
efforts to create Computational ToM (CToM), they 
all converge on the idea of an artificial brain whose 
mental processes are analogous to a computer, 
making decisions through mental algorithms. CToM 
offers a framework for artificially simulating human 
cognition and behavior. It enables the creation of 
artificial models that exhibit intelligent behavior, 
including problem-solving, learning, and decision-
making, not just in people but also in many systems. 
In addition, CToM serves as a valuable resource for 
the design of intelligent systems by providing 
insights into the fundamental cognitive mechanisms 
that govern human behavior (Garcia-Lopez, 2024). 

Several researchers approaching 
metacognition in the research field of artificial 
intelligence describe the term metareasoning 
computationally in terms of specific programs and 
algorithms. Various studies analyzing metacognition 
have focused on data from human experience and 
behavior (Cox & Raja, 2011). The additional 
cognitive function of metacognition in artificial 
systems indicates yet another push in the evolution 
of AI. Metacognition gives the system knowledge 
about itself and its knowledge, providing an 
understanding of processes. Therefore, self-
diagnosis and observation of system internal 
indications by the system itself, recording errors, 
and adopting desired behavior, depending on 
existing situations, would enhance its adaptability 
and efficiency (Johnson, 2022). 

Computational metacognition provides 
autonomy and awareness to Intelligent Systems by 
observing and controlling their learning and 
reasoning processes. Modeling metacognition in an 
artificial system presents difficulties due to the 
complex components involved. Especially when it 
requires the integration of many aspects of 
metacognition, such as metamemory, meta-
understanding, and self-regulation (Caro, 2014). 

MC in AI includes the process of Self-
Analysis, or Introspection, creating the conditions for 
observing its reasoning. Metamemory relates to the 
system's memory capabilities and strategies that 
help represent, maintain, retrieve, and self-monitor 
the memory so that the system evaluates the data 
gathering and takes appropriate action. In addition, 
the system's generation of assumptions through 
validity checks and determination is a prerequisite of 
the self-assessment process (Crowder & Shelli 
Friess MA, 2011). 

Autonomous systems based on artificial 
intelligence (AI) and machine learning (ML) are used 
in various fields, including healthcare, 
transportation, finance, industrial automation, etc. 
However, their increasing use raises concerns about 
their reliability and safety. Seshia, 2019 brings 
forward the concept of simulating an autonomous 
system's surroundings. Specifically, it refers to the 
introspection of the system for the modeling of the 
environment that utilizes the presumptions of the 
algorithm about the surroundings, recognizes its 
weak points, and shapes its safe operation. 

Kuchling et al., 2022 state that 
metacognition involves regulatory processes 
embedded in the functioning of a great system and 
acts as a metacognitive model that regulates 
individual components of the system. Therefore, 
self-observation and self-regulation are essential to 
the internal regulators and post-processors of the 
system that perform metacognition. They consider 
that the regulatory capacity of a system increases 
as the processor's ability to access more data that it 
encodes increases. 

Sadighi et al., 2018 characteristically 
emphasize that the adoption of self-awareness of a 
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computer system, the ability to recognize its state 
depending on the conditions, to identify possible 
actions and their effect on the environment, 
constitute an essential treatment of its complexity. 
Furthermore, Anderson et al., 2008 point out that 
the metacognitive aspects of an AI system provide 
automation and flexibility to deal with the 
unexpected. Detecting a fault by the system is 
equivalent to finding a mismatch between the 
expected and the observed result. Intelligent 
systems are characterized by fragility when they are 
incapable of handling new contingencies with 
changes or failures, as they are ineffective in the 
predetermined goals. Incorporating metacognitive 
processing into the system could improve its 
performance by dealing with contingency through 
three fundamental processes, identifying the 
damage, analyzing and evaluating the cause, and 
choosing the best solution to the problem. 
 
Conclusions 

In conclusion, AI excels compared to human 
intelligence in the speed and efficiency of 
processing large amounts of information, 
recognizing patterns, and predicting outcomes 
based on data. However, it lags in responding 
immediately to new situations as it has not 
developed heuristics and intuitive abilities, limiting 
its flexibility and adaptability. The human mind can 
sufficiently handle environmental complexity and 
unpredictability, especially with the contribution of 
AI, which acts flexibly in various and different ways 
in the diversified conditions of the external and 
internal world. Even though it has advanced, AI's 
conquest of ToM and MC is still in its infancy 
compared to its complete integration into intelligent 
systems.  

The uniqueness of the human being might 
theoretically be included in future research when 
designing and creating models, specifically, the 
complex and different treatment and attitude of the 
human factor in emotional and social situations. 
Additionally, the ability of humans to decode and 
understand AI actions would be a bridge of 
communication and trust between them. Also, as 
intelligent systems include aspects of the Theory of 
Mind and Metacognition, they come closer to human 
intelligence. A fact that makes it vital to include 
ethical criteria in all stages of their evolution, so that 
their use is primarily beneficial to humans. 
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