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___________________________________________________________________________________________ 

Abstract. Theory of Mind (ToM) and Metacognition constitute two superior mental mechanisms that promote the smooth 

integration and adaptation of the individual in society. In particular, the ability to read minds introduces the individual into 

the social world, contributing to understanding oneself and others. Metacognition focuses on individual knowledge, 

control, regulation, and readjustment regarding the cognitive mechanism and its influence on cognitive performance and 

the mental and social development of the individual. At the basis of the development of the two mechanisms is the 

activation of social interaction, which determines their levels of development. The innovative approaches and great 

expectations of technology and Artificial Intelligence for improving the artificial mind brought social robots to the fore. 

Robots with social action are gradually entering human life. Their interaction with the human factor is anticipated to 

become more and more frequent, expanded, and specialized. Hence, the investigation of equipping artificial systems 

with integrated social-cognitive and metacognitive capabilities was necessary, constituting the subject of study of the 

current narrative review. Research findings show that intelligent systems with introspection, self-evaluation, and 

perception-understanding of emotions, intentions, and beliefs can develop safe and satisfactory communication with 

humans as long as their design and operation conform to the code of ethics. 
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___________________________________________________________________________________________ 

 

 

Introduction 
The International Federation of Robotics 

Statistical Department points out the gradual 
integration of robots into human reality. However, an 
effective human-robot social interaction requires the 
involvement of complex human models in the 
artificial system including their desires, beliefs, 
goals, knowledge, emotions, and the context where 
the interaction occurs (Yang, Dario, &Kragic, 2018). 
In addition, human-robot cooperation of whatever 
kind will impact how they communicate, so it should 
be distinguished by quality interaction and trust from 
the human towards the robot and the information it 
provides (Vinanzi et al., 2019). 

The formation of increased skill 
requirements of individuals active in the robotics 
field is related to the direct interaction of humans 
with intelligent systems. The evolution of artificial 
intelligence promotes the creation of robots with 
capabilities that involve semantic perception, 
reasoning, and the integration of robotic networks 
with web services. The creation of intelligent 
systems that combine the perception of a dynamic 
environment with the corresponding action indicates 
the utilization of different scientific fields such as 
informatics, management, programming, cognitive 
science and psychology, informatics, management, 
programming, cognitive science, and psychology 
(Shmatko & Volkova, 2020). 

http://dx.doi.org/10.36560/17520241986
https://sea.ufr.edu.br/SEA/article/view/1986
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Developments in artificial intelligence with 
an emphasis on robotics have allowed the transition 
from rigid position-controlled robots applied to 
typical automation tasks to the creation of intelligent 
systems that are part of the research field of soft 
robotics (Haddadin & Croft, 2016). 

Artificial Intelligence (AI) systems try to 
imitate human processes to solve various problems 
in life. They perform human cognitive functions and 
tasks of varying grades of complexity in a manner 
comparable to that of a human. The development of 
programs for intelligent systems that solve 
computational problems, research on the methods 
that the human mind uses to solve problems, the 
study and creation of a network of artificial neurons 
that are inherent in the human nervous system, and 
the design of intellectual programs that promote 
self-learning constitute dominant fields of study and 
investigation of artificial intelligence (Iasechko et al., 
2021). 

Decoding the behavior of intelligent systems 
characterizes a human mental function, where the 
person interacting with them creates mental models 
to interpret and predict their behavior. The human 
agent leverages ToM and concludes, which may be 
wrong, particularly if the AI systems it interacts with 
are inadequate. The more refined a robot's mental 
model is, the more it resembles a thinking machine 
that communicates satisfactorily with humans 
(Wortham et al., 2016). 

When an autonomous intelligent system can 
explain its behavior in ways that humans find 
understandable, humans are more likely to form 
correct mental models of such a system and 
calibrate their trust in it (De Graaf & Malle, 2017). 
Lasota et al., 2017 point out that the robot's ability to 
correctly predict a human agent's actions, and 
understand his intentions, leads to the right choice 
of decisions and creates safety in the interaction 
between them. 

For a social robot to be understood and 
accessible by humans, it should possess 
communicative characteristics and abilities for 
effective communication with humans. Also of 
crucial importance is the technical implementation of 
these abilities in robots. Social-emotional 
intelligence and social-cognitive skills are 
considered necessary capabilities in a robot based 
on the circumstances in which it acts. Thus, 
emotional state recognition, processing, and 
behavior prediction are essential for human-robot 
interaction. In addition, the form of the robot that 
approximates the human presence is a significant 
tool in the mutual interaction with the human, as it 
supports it even more. Essentially, the 
anthropomorphic design of a robot endows it with 
characteristics and abilities by prompting humans to 
cooperate with it (Schleidgen& Friedrich, 2022). 

Several researchers are exploring the 
integration of various aspects of intelligence into the 
robot to make it autonomous. What distinguishes its 
autonomy is the creation and choice of actions 

intended to fulfill goals based on knowledge and 
understanding of the world. According to various 
studies, autonomous robots should present 
reflective and reactive abilities, mainly involving 
decision-making, the ability to respond immediately 
to unexpected events, the ability to predict a 
situation, and the awareness of the context in which 
they are called upon to act (Gutiérrez & Steinbauer-
Wagner, 2022). 

Chen et al., 2013 state that interactive and 
cooperative robots with humans must possess 
autonomy, adaptability, and sociability. 
Consequently, functions such as planning, learning, 
and dialogue that act in concert are of particular 
importance for the effectiveness of an artificial 
agent. 

An entity possessing a complete cognitive 
system, contemplating itself, its actions, and their 
consequences in the environment in which it acts, 
engages many different metacognitions. In the case 
of an artificial agent that is an integrated version of a 
cognitive mechanism, self-models' existence with 
meta-reflective action allows its integration into 
social contexts. Thus,the agent by use of reflection, 
evaluates his performance, assesses the 
consequences of the meta-deliberative process, and 
can formulate new strategies based on his 
experiences (Cox & Raja, 2008). 

He et al., 2021 point out that a reliable 
autonomous system should be in power over by 
properties concerning its reliable and non-
hazardous action. First of all, it should be safe, able 
to perceive the changing conditions of the 
environment, and act immediately, keeping to the 
predetermined goal. It is fundamental to synchronize 
in real-time, deal with unexpected failures, and act 
safely in situations without previous experience, 
allowing human intervention when required. In 
addition, the integrity of the software and the secure 
materials that make it up will limit the possibility of 
malfunction, loss of control, and lack of 
communication. 

The gradual and continuous adoption of 
robots in human life and the expected interaction of 
artificial-biological agents cause an urgent need to 
equip robots with functions that enhance their 
communicative and collaborative role in society. 
Capabilities related to understanding and predicting 
emotions, intentions, and social behaviors, with the 
ability to self-assess the robot's choices and actions 
in the environment, are directly related to ToM and 
Metacognition skills. Keeping in mind the increasing 
and multifaceted participation of robots in society, 
we consider it necessary to study the upcoming 
integration of processes that promote their smooth 
and safe integration into the human world. 
 
Methods and materials 

The literature review explored the possibility 
of incorporating skills related to metacognition and 
mind-reading into human-interacting robots. In 
addition, the study focused on the effect of social-
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cognitive empowerment of the artificial agent on 
human-intelligent system mutual communication. 
The authors approached the research topic 
methodologically, utilizing a narrative review. The 
specific method contributes to the examination and 
understanding of knowledge by involving the 
interpretation and criticism of data (Greenhalgh et 
al., 2018). In addition, it studies and presents the 
scientific evidence extracted from the research, 
following a theoretical and contextual perspective 
(Rother, 2007). Human-robot interaction, social 
robotics, theory of mind, metacognition, and 
metareasoning were the search terms used to find 
sources in the international bibliographic databases 
Scopus and Google Scholar. Articles written in 
English and published in respectable, peer-reviewed 
scientific publications between 1962 and 2024 met 
the selection criteria. However, research data from 
the most recent ten years, 2014–2024, was cited in 
most sources. The exclusion standards mentioned 
publications with bibliographies, whose 
interpretation and analysis of the data lacked clarity 
and only addressed how the many subjects of the 
current study related to one another. The course of 
the research followed the following stages: definition 
of the research topic and keywords, search, 
selection-exclusion, and classification of the sources 
according to the individual sections of the central 
topic. Composing the paper, which drew from an 
entire collection of 114 sources (books and articles), 
marked the completion of the research. The 
extracted findings point to the necessity of enriching 
robots with ToΜ and Metacognition abilities in light 
of the morality and security that define their usage. It 
is functional for them to develop effective 
communication with humans, providing a social, 
cooperative, and supportive role in their interactions. 

 
Theoretical approach to the concepts 
Social robotics 

Studies argue that robot design primarily 
focuses on the development of cognitive function, 
involving capabilities related to programming, 
reasoning, navigation, manipulation, and then skills 
related to social cognition. However, constructing an 
intelligent system that acts in a social environment 
presupposes the development of a socially 
intelligent robot (Dautenhahn, 2007). The social 
robot was created to interact with humans while 
maintaining a social character in their 
communication (Baraka et al., 2020). 

A dominant characteristic of social robots is 
the development of interpersonal relationships with 
humans. The artificial system communicates and 
coordinates its action with the human, using verbal 
and non-verbal messages and emotional-cognitive 
cues (Breazeal et al., 2016). 

Social robotics creates autonomous or 
semi-autonomous robots seeking to interact, 
communicate, collaborate, and teach new skills to 
other agents. Social robots are useful in different 
contexts and for various purposes, and they use a 

variety of communication modes when interacting 
with humans. Limb or whole-body movement, facial 
expressions, gestures, gaze behavior, head 
orientation, and linguistic or emotional vocal 
expression are basic but essential forms of 
communication and joint action with the human 
agent. However, an important factor in the joint 
action of people is the mutual understanding of 
thoughts, feelings, and intentions. This ability to 
understand others appears in the cases of robots 
with the possibility of statistical predictions of human 
intentions and actions (Schleidgen& Friedrich, 
2022). 

Javaid et al., 2020 in their study report that 
social robots are increasingly integrated into human 
environments every day, complementing the 
capabilities of humans with their skills. Effective 
human-machine interaction breeds constructive 
cooperation in robots. However, the rise in their 
autonomy and functionality can cause inexplicable 
and unpredictable events in humans during 
communication, shaking their faith in their abilities. 
Therefore, the possibility of justifying their choices 
allows transparency and the development of the 
human factor's trust in them. 

Numerous studies back up the idea that 
social robots that communicate with people can 
express and perceive emotions, use dialogue to 
communicate, recognize other agents, establish 
social relationships, exhibit elements of a 
personality with physical cues such as gaze and 
gestures, and learn social skills through experience 
(Dautenhahn, 2007; Drigas & Papoutsi, 2023; 
Karyotaki et al., 2024). 

In addition, social intelligence systems draw 
elements of social knowledge from humans, having 
the corresponding behavioral models, creating and 
maintaining social relationships, though their 
capabilities differ according to their expected use 
(Dautenhahn, 2007; Baraka et al., 2020). 

Wiese et al., 2017 point out that for robots 
to be social partners in their interactions with 
humans, their behavior should activate social 
cognition processes in the human brain. These 
functions are active through social interaction and 
concern joint attention, context perception, action 
understanding, and flexible situation management, 
which characterize the utilization of ToM. 
Essentially, two key factors that highlight a robot as 
a social agent are its appearance and behavior, 
which are related to the design of its software and 
overall operation. The inclusion of human social and 
cognitive mechanisms in their design is noteworthy, 
considering the knowledge of neuroscience about 
the functioning of the human brain in interacting 
environments. 
 
Theory of Mind (ToM) 

Theory of Mind constitutes a bridge of 
mental understanding between us and others, 
providing possibilities for communication, effective 
social interaction, and development at a cognitive-
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metacognitive level (Bamicha & Drigas, 2022a, b). 
Tom appears in infancy and gradually develops into 
preschool and school age through manifestations of 
social communication like empathy and behaviors 
involving cheating and bullying. It is distinguished by 
the recognition of subjectivity in others, utilizing 
observation and the ability to simulate the behaviors 
of interacting individuals (Banks, 2020). 

The ability of ToM goes hand in hand with 
the cultivation of social skills in preschool age. The 
development of ToM skills contributes to the 
development of social competence, which is vital to 
children's academic achievement. ToM plays a 
crucial part in a person's social knowledge and 
affects every aspect of his life (Rakoczy, 2022). In 
predicting the behavior of others, the ability to read 
minds requires reasoning that includes both the 
results of their corresponding actions and intentions. 
Since intentions are not observable, they should be 
derived from the overall social information that the 
individual draws and his cognitive capacities (Frith & 
Happé, 1999; Miranda et al., 2017; Bamicha & 
Drigas, 2022a). Linguistic skills and executive 
function improvement are considered the cognitive 
bases in the evolution of ToM skills. It is due to the 
ability to flexibly coordinate multiple perspectives 
that executive skills allow, enhancing the meta-
representational process (Rakoczy, 2022). 

According to research, people, since 
childhood, participate in social interactions and use 
expressive language, developing executive skills 
and language ability. This results in the 
strengthening and steady improvement of his 
performance at a cognitive and metacognitive level. 
Consciousness has a leading role, which is the most 
advanced mental phenomenon contributing to 
different perspectives recognition between the 
individual and others. Therefore, the ability to read 
minds and introspection processes are improved 
(Rosenthal, 2005; Bamicha & Drigas, 2022a; Fabbro 
et al., 2019; Wang & Frye, 2021; Astington& 
Jenkins,1995; Brock et al., 2018).   According to 
Vygotsky, 1962 individual social-emotional, 
cognitive, and metacognitive development arises 
through social interaction. 

Participation in social settings requires 
empathy and communication between participants. 
The perception and understanding of emotions, the 
observation, knowledge, and interpretation of the 
mental states of others are based on shared 
representations that lead to conclusions. The 
conclusion comes from the simulation of the 
behaviors in the context of the person performing 
the above mental functions (Wiese et al., 
2017;Drigas & Bamicha, 2023a, b).   

The ability to read minds allows humans to 
control and coordinate their thinking and actions, 
ensuring social behavior that promotes interpersonal 
relationships in different circumstances. 
Incorporating similar capabilities into a robot would 
be beneficial in creating social scenarios involving 
the human agent (Breazeal et al., 2009). 

Metacognition  
Metacognition,associatedwith 

consciousness, is demonstrated by people's 
capacity to contemplate their mental states. Human 
awareness is derived from metacognition and is vital 
for social relationships (Frith & Frith, 2012). 
Metacognition is a function linked to self-awareness 
and reflects private observation, control, and the 
ability to adapt one's cognitive states. Therefore, it 
includes processes by which cognitive control is 
achieved by the subject's access to his cognitive 
mechanism. In addition, it utilizes mechanisms 
where adaptive cognitive control relies on the use of 
available information resulting from stimuli in the 
external environment (Hampton, 2009). 

The ability to self-perceive allows us to 
perceive ourselves in the world, to reflect on how we 
feel and act in it while at the same time enabling us 
to self-reflect and improve ourselves. These specific 
processes require conscious functioning and are 
related to the metacognitive process (Kralik et al., 
2018). 

Given the close relationship of executive 
functions with metacognition, metacognitive skill is 
frequently evaluated by the individual's tendency to 
use these skills successfully in problem-solving 
situations. Implicit performance of self-regulatory 
skills and conscious articulation of knowledge are 
highlighted as critical reflections of metacognitive 
ability (Whitebread et al., 2010).Moreover, higher-
level metacognitive functions such as mindfulness 
are associated with higher cognitive skills, 
enhancing self-esteem, emotional intelligence, and 
cognitive functioning, and contributing to the growth 
of social and interpersonal relationships (Drigas & 
Karyotaki, 2018). 

Metacognition is best described figuratively 
as "the silent dialogue of thought," or, in Socrates' 
words, "the conversation that the soul has with itself 
about the matters it considers as it thinks, converses 
with itself," reportedly by Plato (Worley, 2018). 
 
 
 

 
 

Figure 1.Functionality of human social interaction 
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Authors Bamicha and Drigas, in this figure, capture 
the importance of human social interaction, which, 
using emergent conscious processes combined with 
executive and language skills, gives prominence to 
the gradual development of ToM and Metacognition 
(Frith & Frith, 2012; Bamicha & Drigas, 2023a, 
b;Fabbro et al., 2019; Wang & Frye, 2021; Astington 
& Jenkins,1995; Rakoczy, 2022; Brock et al., 2018; 
Vygotsky, 1962). 
 
Human-Robot Interaction 

The collaboration and communication 
between humans and AI are becoming more and 
more essential, especially shortly, as the 
development of technology proceeds at a rapid 
pace. AI is gradually developing high capabilities in 
various fields, focusing on data processing and 
automation. However, the human factor possesses 
unique capacities such as emotions, ethics, and 
creativity. Creating constructive cooperation 
between humans and AI by leveraging each other's 
strengths increases efficiency and flexible decision-
making (Lu, 2023). 

The rapid progress of technology utilizing 
faster processors and suitable algorithms has 
helped to reshape human communication. In 
addition, the creation and evolution of intelligent 
systems that can understand and use natural 
language enables the study of fundamental 
principles of human communication. Furthermore, 
network operators can more easily employ artificial 
intelligence to automate communication thanks to 
computer platforms. Artificial intelligence, by 
analyzing patterns of human behavior, provides 
information that enhances and improves 
communication skills, for the benefit of people, in the 
light of responsibility and ethics(Danso et al., 2023). 

Artificial systems can process large 
amounts of data in real-time by exploring structures 
that enhance human decision-making and problem-
solving. In the educational process, artificial 
intelligence influences the way learners and 
teachers approach solving complex problems by 
providing personalized insights and information 
(Chaidi et al., 2021; Pergantis & Drigas, 2024; 
Joksimovic et al., 2023; Drigas et al., 2023;| 
Vouglanis, 2023).In addition, the use of innovative 
approaches enhances the flexibility, adaptability, 
and self-efficacy of people with special educational 
needs, promoting their social, cognitive, and 
metacognitive development (Bakola et al., 2022; 
Pergantis & Drigas, 2023; Drakatos et al., 2023; 
Bamicha & Drigas, 2024; Pergantis, 2024). 

Specifically, human-AI interaction to deal 
with problematic situations involves the social, 
emotional, cognitive, and metacognitive processes 
of both parties, to the extent that each is concerned. 
Cognitive and metacognitive mechanisms are two 
operating systems that each adapt accordingly to 
the data it receives. Consequently, man can 
improve his performance, and artificial intelligence, 

enhancing its function, can meet human needs 
(Joksimovic et al., 2023). 

Communication between a human and an 
agent is more effective when the AI system has ToM 
elements that allow it to assess the beliefs and 
intentions of others in a social context. In addition, 
the agent's metacognitive control allows flexible 
handling of dynamic and complex environmental 
conditions. Integrating ethical reasoning into the 
intelligent system through attentional encoders that 
can detect and process moral information would 
encourage decision-makers to weigh moral factors 
before acting (Wallach et al., 2010). 

According to studies, robotics is expected to 
have a dominant role in the coming years in human 
life, as it will shape new conditions in the working 
environment, increase efficiency, provide improved 
and safe services, and create new jobs. The place 
of intelligent systems in the real world will be 
strengthened, given their expected interaction with 
humans. Consequently, robotics is a social issue 
with several social and cultural challenges, which 
the human factor must face, especially since the 
development of innovative ideas and inventions 
touches its management (Kaivo-Oja et al., 2017). 

According to De Santis et al., 2008 safety 
and reliability are considered key parameters in the 
effective integration of robots into the human world. 
Studies have explored social factors that facilitate 
the integration of the artificial agent into the human 
environment, emphasizing cognitive interaction with 
intelligent systems. However, physical-cognitive 
interactions are linked and complement each other. 
The former contributes to defining rules that enable 
cognitive evaluations of the environment, while the 
latter facilitates physical interaction creating the 
basis for controlling communication between 
participants. 

Research interest is shifting due to the 
advancement of robotics into robots' incorporation of 
soft skills. However, the autonomy of artificial 
systems that gradually develops through interaction 
and experience does not abolish human-supervised 
learning. A reality, that would result in the skeptical 
behavior of the human about the quality of 
communication and interaction with the robot (Gloor 
et al., 2020). In particular, human trust in the robot is 
enhanced when individuals can perceive and 
comprehend a robot's function. It is due to the 
system's transparency, which enables people to 
accurately form a mental model of the robot's 
capabilities, which encourages cooperation between 
them (Pipitone et al., 2023). 

Interactive robots leveraging knowledge 
from various scientific fields should be able to 
perceive communication data from the human 
environment. In addition, they should respond 
adequately, predict human behaviors, recognize 
faces, emotions, and intentions, and process natural 
language (Cross et al., 2019). For a robot to interact 
in a safe, natural, and autonomous way in a human 
environment, its design must encompass essential 
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components related to perception, learning, and 
cognition. Incorporating human security and 
physical interaction into the cognitive decision-
making layer of the intelligent system is beneficial 
for mutual communication (Haddadin & Croft, 2016). 

The recent study by Basich et al., 2023 
focuses on the development of cognitive capabilities 
of the intelligent system to cope with unpredictable 
conditions and enhance its autonomy. Among the 
primary functions of a robot that develops 
communication with a human agent in the real world 
is the awareness of its abilities, the ability to 
understand and process information it receives from 
the external environment alongside its capacity for 
action planning. Additionally, programmability acts 
like a forecast for the choices and outcome of an 
artificial system goal, assessing the need for 
human-level assistance and adequately covering 
safe operations. 

Human-robot social interaction incorporates 
robots where, through their communication with 
humans, the ultimate goal is to educate, entertain, 
and assist the human agent in the upcoming 
interaction (Sheridan, 2016). Socially interactive 
robots successfully interact in a social environment 
emphasizing cognition, social behavior, and physical 
interactions such as verbal, visual, and most often 
non-physical with human agents. Notably, recently 
robots have developed greater autonomy, achieving 
mutual influence with humans to accomplish a goal 
(Losey et al., 2018). 

Natarajan et al., 2023 typically state that 
human-robot collaboration requires appropriate 
communication that is directly related to the robot's 
level of autonomy and human supervision. Effective 
communication between them should be governed 
by sending the required data and limiting the 
unnecessary, to lead to decision-making to fulfill the 
objective. It is essentially to integrate into an artificial 
system the ability to reason about social elements 
and contexts when interacting with people. The 
ability of the intelligent system to know different 
behaviors and adapt to new unstructured 
environments that are gradually evolving will prove 
beneficial for human-robot interaction. 

The design and operation of the robot are 
considered particularly important, as it has a 
powerful impact on human-robot interaction. 
Therefore, robot categorization relies on its 
morphology, autonomous level, and preprogrammed 
task. In addition, human role, team makeup, 
communication style, and physical and temporal 
closeness are all considered whichever applies—in 
each of the HRI scenarios (Onnasch& Roesler, 
2021). 

Additionally, according to their level of 
autonomy, robots are categorized into autonomous 
and remote-controlled robots. The autonomous 
robot has a high level of autonomy and a low level 
of human intervention. Conversely, an appliance 
that needs to be operated remotely shows a low 
degree of autonomy and a high degree of human 

intervention. Studies reveal that when it comes to a 
remote-controlled robot vs an autonomous one, 
people exhibited greater emotional empathy and felt 
more secure. It possibly happened because, during 
the communication and emotional involvement 
between them, the autonomous robot expresses its 
own emotions compared to the remote-controlled 
one transmitting the emotional messages of the 
person handling it (Choi et al., 2014). 

Onnasch& Roesler, 2021 presented an HRI 
human-robot interaction taxonomy that includes the 
human, the robot, the interaction, and the context in 
which the interaction between artificial and human 
agents of robot application takes place, where 
depending on the services provided by the 
intelligent systems, we distinguish professional, 
military, police, and space robots. Social robots, 
which have a wide range of applications, including 
therapeutic ones, play a significant role. Also 
noteworthy is their application in the educational 
field, research, as well as the fulfillment of an 
entertainment purpose. One crucial element is the 
environment in which the agents' interactions occur, 
such as whether the exposure to a robot takes place 
in a natural or a controlled laboratory environment, 
which could influence human perception and action 
toward the intelligent system. 

In their study, Haddadin & Croft (2016) 
highlighted three more general categories of human-
robot interaction characterized by a supportive, 
collaborative, and cooperative role. In supportive 
interactions, the robot enhances the human's 
performance with information, tools, and materials to 
achieve the predetermined goal in the best possible 
way by the human. During collaborative interaction, 
a human and an artificial system work in parallel to 
complete their assigned part of the work, carrying 
out the joint task they have undertaken. Whereas in 
collaborative interaction the robot assumes an 
independent rather than passive role. 

Worthy of mention is the observation of 
Jung & Hinds, 2018, who argue that a robot's 
behavior and actions influence the person it 
communicates with, as well as its wider social 
environment. It is proven by research that a robot 
having the role of a mediator can influence the 
people related to it in a task. 

Also noteworthy are the cases of children 
with ASD, where their approach and education 
through innovative applications of technology and 
AI, with an emphasis on social robots, strengthen 
their social skills, contributing to the formation of 
their social and cognitive behavior (Ntaountaki et al., 
2019; Mitsea et al., 2020; Sideraki & Drigas, 2021; 
Drigas & Sideraki, 2021; Syriopoulou-Delli et al., 
2021; Moraiti& Drigas, 2023; Bamicha & Salapata, 
2024). 

In addition, research shows that the robot's 
interaction with humans can influence how people 
communicate with others, the roles they assume, 
and, in general, the formation of their norms in 
different social groups (Jung & Hinds, 2018) 
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Effects of integrating aspects of ToM in the Human-
Interacting Robot 

Social robotics requires the collaboration of 
various scientific disciplines of artificial intelligence, 
psychology, medicine, neuroscience, and social and 
cognitive sciences to enable human-robot 
interaction effectively. The social robot should be 
able to process and understand human behavior, 
adhering to ethical and social rules. Several studies 
report their use for both healthy and special needs 
populations. It's important to note that the targeted 
intervention of a social robot can socially and 
cooperatively enhance an activity, particularly in the 
cases of children with ASD, who present significant 
social and emotional deficits. Studies describe 
progress in social robotics as the ability to detect 
human intentions, recognize actions, process, and 
understand emotions and parameters related to 
human psychology (Yang et al., 2018). 

Social robotics systems utilizing knowledge 
from the fields of biology and psychology display 
social behaviors such as emotional facial 
expressions that attract attention, inspire trust, and 
theory of mind skills. However, for social robots to 
interact effectively with humans, it is necessary to 
understand social messages from humans, possess 
reasoning abilities, use natural language, and act 
according to the circumstances at hand (Cross et 
al., 2019). 

Social and interactive behavior fosters 
human-robot cooperation, interaction, and 
communication. Human communication involves 
body posture, gestures, and facial expressions since 
they are valuable information sources. For the robot 
to maintain a social engagement with humans, it 
must understand and interpret the social messages 
that permeate their language and behavior. In 
"Cutting Edge Robotics", robots can analyze some 
linguistic aspects of human communication 
however, they are limited to coordination and 
adaptation with their interlocutors (Cerrato & 
Campbell, 2017). 

In addition, the research of González-
Docasal et al., 2021 focuses on the importance of 
understanding voice commands by the robot in the 
process of natural language communication with the 
human agent. According to the researchers' study, 
this interaction can be improved by making the 
system more robust to noisy audio conditions, better 
parsing semantic signals from the environment, and 
using a knowledge manager that uses contextual 
information before the robot receives the instruction. 
Completing their research, they found high usability 
and trust in the system. 

Man can conclude the mental states of 
others through meta-representation, allowing the 
development of social interaction. These are ToM 
abilities, which give one the chance to understand 
and forecast human behavior. Essentially, the 
person compares and interprets his mental state, 
taking into account the thoughts, beliefs, and 

intentions of others. In his attempt to communicate 
with artificial systems, man uses social heuristics. 
Sometimes, it attempts to understand the behavior 
of a robot, which displays social cues that are 
similar to human ones and can interpret them. 
However, robots exhibit individual aspects of ToM 
(Banks, 2020). 

According to the literature, the attribution of 
mental states to robots uses various terminologies, 
the most dominant of which are mental state 
attribution, anthropomorphism, mind perception, 
theory of mind, and mentalizing. In contrast, there is 
a decrease in the usage of the phrases deliberate 
posture, folk psychology, and mind reading. 
However, although the terminology is different, it 
converges with the concept of mental state 
attribution. The term anthropomorphism is used to 
emphasize the similarity of the external appearance 
of the robot to the human. Humans attribute mental 
states to robots based on their ability to interact or 
because it allows them to understand, predict, and 
explain the robots' behavior. Furthermore, attributing 
mental states to the robot has been found to reduce 
human anxiety and uncertainty while increasing 
control over social interaction with them. 
Additionally, people's tendency to attribute mental 
states to robots is related to the robot's age, 
motivation, behavior, appearance, and identity 
(Thellman et al., 2022).  

Hegel et al., 2008 typically state that the 
social robot constitutes an interface between 
humans and AI. A robot's ability to communicate 
effectively increases with its degree of resemblance 
to human appearance and behavior. Surveys report 
many of the non-verbal messages come out in facial 
expressions. Consequently, a major factor in the 
robot's external appearance is the design of the 
head, enhancing its communication with the human. 

SCASSELLATI, 2002 applied some aspects 
of ToM to a humanoid robot at the MIT Artificial 
Intelligence Laboratory. His study presented the 
integration of visual attention, face detection, 
recognition eye tracking, and animate-inanimate 
discrimination in the Cog robot. His research has 
been highly influential in the development of social 
robotics. Characteristically, he pointed out that the 
progress of humanoid robotics, especially artificial 
systems that are going to interact socially 
cooperatively with humans must incorporate 
features of ToM. It would enable the robot to learn 
through observation and could express internal 
states such as goals, desires, emotions, and 
thoughts. In addition, the robot would be able to 
recognize and process the desires and goals of 
others by predicting their behavior and varying its 
actions according to the circumstances. 

After a few years, Breazeal et al., 2009 
developed a social-cognitive architecture that 
leverages people's capacity to mentally mimic 
others to gain a deeper understanding and 
interpretation of behavior. The robot uses simulation 
mechanisms, in real-time, to collect information 
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about the human's beliefs, and intentions through 
the observation of its movements and visual 
perspective. Furthermore, it uses these inferences 
with similar mechanisms to infer details about its 
intentions, beliefs, and behavior. 

Martini et al., 2015 point out that the 
direction of a gaze, body posture, and facial 
expression are non-verbal cues, which are 
considered essential in the perception and 
communication of emotions, intentions, and 
preferences during social interaction. Therefore, the 
integration of these non-verbal signals in human-
robot communication is of particular importance in 
their interaction and facilitates cooperation between 
them. Eye gaze provides a lot of information about 
both the environment and the intentions, 
motivations, and preferences of others. 
Furthermore, it is related to joint attention is linked to 
the development of social relevance in a given 
interaction, as well as the development of ToM. 
According to studies, gaze tracking can increase 
when an agent is more human-like, given that it is 
perceived as having a mind and social relevance, 
influencing the beliefs attributed to it. 

Studies report that people engage in joint 
attention with a robot when they perceive it signifies 
acting purposefully and with goal-directed behavior. 
Therefore, it is a system with human-like intentions, 
goals, and mental states. Consequently, considering 
humans and some robots as targeted agents, the 
human's interpretation of the robot's and other 
humans' behavior is enhanced by the same or 
overlapping biological mechanisms (Thellman et al., 
2017). 

Vinanzi et al., 2019 state that the ability to 
assess the thoughts, beliefs, and desires of others is 
related to the ability to estimate their credibility and 
specifically to the development of self-esteem. It is 
due to the one-to-one ability to predict behaviors 
and perceive signs of reliability. Trust is a dominant 
component in both human relationships and robot-
human interaction, as it improves communication 
and enhances the credibility of the artificial agent. 
The researchers created a humanoid social robot 
that could interact with people by assessing their 
trustworthiness, predicting their behavior, and 
determining their course of action.Episode memory 
and Theory of Mind were ingrained in the robot, 
allowing it to remember past experiences and shape 
its behavior accordingly, improving its cognitive 
abilities. Also, he could differentiate his actions 
according to his beliefs, developing a model of ToM. 
The bot uses machine learning techniques, 
detection, and facial recognition algorithms to 
distinguish between the different people it 
communicates with. 

Developing long-term human interaction 
with a robot is a significant challenge. Robots that 
combine many human characteristics and cognitive 
mechanisms that simulate the human decision-
making process, including ToM abilities, enhance 
cooperation with humans and promote successful 

interpersonal relationships. But a key element that 
amplifies their efficacy is people's confidence in the 
artificial system. Since trust is a dynamic process 
that develops according to past experiences, 
affecting upcoming emotional relationships, the 
robot can act as a reliable and stable helper for 
children with fragile emotional relationships (Di Dio 
et al., 2020).  

Görür et al., 2017 proposed incorporating 
Theory of Mind into a robot's decision-making to 
understand and infer human intentions, varying its 
behavior accordingly. The robot evaluates the 
human's intentions by observing his actions. By 
incorporating human emotional variability and 
human-robot collective decision-making into its 
design, it can act cooperatively toward humans 
rather than intrusively, understanding that it needs 
their help. 

A subsequent study emphasized the 
significance of comprehending how developmental 
robotics leverages human intent. In particular, 
Vinanzi et al.'s 2021 research highlights the 
cognitive and evolutionary importance of the ability 
to understand the intentions of others, which 
requires the development of ToM. Human-machine 
communication and collaboration presuppose a 
shared understanding of common goals and 
intentions for completing a task. The researchers 
relied on the theoretical background of 
developmental robotics, namely current experience 
rather than pre-existing knowledge of the robot. In 
particular, the humanoid robot iCub gradually 
observes the actions, and movements of the human 
partner, trying to predict his intentions, connected to 
the accomplishment of shared objectives, helping 
when necessary. 

Several studies argue that viewing robots as 
agents with minds and the ability to act purposefully 
can positively influence the performance of mental 
states and the evolution of human-robot interaction. 
Social communication uses verbal and nonverbal 
messages, and the resulting reactions are related to 
the social relevance attributed to social cues. 
Changes in gaze direction are important for 
considering an agent as a minded entity, as these 
shifts are attributed to intentions, despite its 
mechanical form. Consequently, movement patterns 
observed in communicative actions between people 
are retrieved in human memory, characterizing the 
behavior of the artificial agent as reliable and 
intentional (Abubshait& Wiese, 2017). 

Human social interaction involves social 
understanding, combining the focus of attention with 
the perception of social cues that unfold in real-time. 
Eye contact is a non-verbal component of 
communication, helping to interpret social behaviors 
and sustain everyday interactions. A means of 
communication, the gaze conveys the partners' 
interest in one another during the exchange. Xu et 
al., 2016 argued that a better understanding of 
human-robot communication comes from an 
analysis of the sensorimotor behaviors of agents, 
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which influence each other in real-time. At the same 
time, they mention the importance of eye contact 
with each other, as it is a social reinforcement, 
encouraging interaction between them. In particular, 
they implemented an experiment where interacting 
human-robot members participated in a joint-
attention task, in which gaze played a crucial role in 
their communication. The study's findings showed 
that eye contact facilitates the concentration of 
attention in human-robot interaction, enhancing the 
coordination and synchronization of different 
behaviors. 

Humans can develop different approaches 
when interacting with a robot, evaluating its 
movement, form, and behavior. Therefore, the 
human agent uses ToM in its communication with 
the artificial agent. Being able to inform the robot of 
the second-order belief system formed by the 
human about the robot contributes to modeling the 
robot's beliefs through incremental knowledge. It 
would result in the detection of errors on the part of 
the robot, improving its action and cooperation with 
humans (Brooks & Szafir, 2019). 

A fundamental dimension of ToM is the 
understanding and use of false statements. 
Advanced robots with built-in mind-reading skills 
would be able to use lying. In some cases, the 
"white lie" could function as reinforcement, as in 
education and medicine, covering teaching 
techniques and therapeutic methods. Kneer, 2021 in 
his study states that people equally attribute 
deception intentions to other humans and robots 
because they are seen as capable of sustaining a 
verbal deception, especially if they possess core 
ToM elements. 

Joint action between people is a social 
interaction in which they coordinate their actions in 
space and time to create a change in the 
environment. Clodic& Alami, 2021 argue that 
realizing robot-human joint action involves 
fundamental processes such as Self-Other 
Distinction, Joint Attention, Understanding of 
Intentional Action, and Shared Task Representation. 
In the evolution of the joint action, the robot must 
complete its goal successfully, considering the 
human reactions. An essential factor in the overall 
process is the understanding of intentional action, 
where each agent can recognize the actions of the 
other. Understanding intentional actions 
presupposes the ability to predict the intentions of 
one's partner, that is, their goals and plans. 

The use of ToM is a dominant meta-
representational skill that enhances the 
development of social relationships. Better robot-
human communication requires increasing the 
sociability of the artificial system, promoting its 
adaptability and autonomy. Incao et al., 2021 report 
the creation of a robot with an artificial Self, 
considering that this dimension would enable the 
system to act more precisely in various emotional 
and cognitive situations. According to this 
perspective, the robot should acquire a set of 

distinct characteristics that characterize humans. 
Some of these are adaptive behavior, facial 
recognition, joint attention, a complex action style, 
emotional flexibility and metacognition, and the 
ability to recognize one's situation and predict the 
consequences of one's actions in the environment. 

According to Castelfranchi & Falcone, 2019 
consciousness has to do with intentional action at 
the individual and social level and Self-formation. 
Factors necessary to build robots and autonomous 
artificial systems that interact satisfactorily. 
Essentially, these are crucial aspects of both ToM 
and metacognition. Action involving intention 
requires a form of self-awareness, a meta-
representation of mental states and the self. In this 
case, social engagement encourages the social 
behavior that occurs. A rudimentary form of self-
awareness and understanding of the thoughts, 
intentions, and beliefs of those involved in the social 
transaction is distinguished as a prerequisite. The 
agent's ability to represent his identity in the context 
of Self-creation has a connection to self-awareness 
processes. Functions necessary for robots that 
communicate with humans. 

 
Impact of incorporating aspects of Metacognition in 
the Human-Interacting Robot   

Creating a conscious robot drawing 
knowledge and inspiration from biological 
consciousness is a paramount challenge for the 
scientific and research community. Its construction 
requires the interaction and collaboration of various 
scientific disciplines of robotics, technology, 
psychology, philosophy of mind, ethics, and 
neuroscience. The ultimate goal of the 
interdisciplinary approach to consciousness is a 
robot with dimensions of consciousness, displaying 
the possibility of self-awareness, evaluating its 
choices and actions, improving its behavior, and 
readjusting its decisions during its functional action 
(Chella, 2022). 

Goel et al., 2020 recognize that an 
intelligent system, such as a robot, is expected to be 
increasingly involved in human daily life. Therefore, 
it should have cognitive mechanisms that help it 
cope with new and different conditions. The study by 
Chen et al., 2013 portrays an agent's metacognitive 
function, which relates to meta-level control and 
reflective observation of reasoning, as particularly 
important at the metacognitive level. The first sub-
process aims to improve decision-making that leads 
to the best possible result. While gathering 
information for the meta-level reasoning test is the 
focus of introspection.  

The social interaction of the robot with the 
human requires higher mental skills such as joint 
attention, and the performance of spatial-temporal 
and emotional reasoning, which make it difficult for 
an intelligent system to act in communication 
between them. Consequently, the meta-cognitive 
design of a computational model of a humanoid 
robot would create channels of communication with 
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humans and exchange of physical resources. 
Therefore, their contribution in cases of children with 
attention deficit disorders or autism spectrum 
disorders during their mutual communication would 
be particularly supportive (Mishra et al., 2023). 

Potential improvements in human-robot 
communication could result from the artificial 
system's reasoning in humans about their decisions 
and actions. A fact that would inspire confidence, 
especially if the AI system could interpret its 
behavior, describing its mental contents and 
processes, a process that includes aspects ofToM 
and metacognition. Furthermore, an important 
function of an artificial system would be to 
understand human intentions and beliefs and hold 
the ability to compare them with their own 
(Castelfranchi & Falcone, 2019). 

A strategy for environmental adaptation is 
the growth of self-awareness, providing the ability to 
manage mental states and social and cognitive 
processes. This results in the selection of the 
optimal decision in ever-changing environmental 
conditions. Consequently, a robot possessing 
elements of self-awareness would be able to adapt 
to unpredictable conditions and communicate better 
with a human entity. In addition, it would strengthen 
the human's confidence in his autonomy, as 
processes related to ToM, awareness of intentions, 
and free will are included in his autonomous 
functioning and evaluated by the human (Chella et 
al., 2020). 

According to research, internal speech is a 
beneficial function for artificial signals. In particular, 
it is a form of internal self-directed speech, which 
develops as a result of developmental progression 
in the child. According to Vygotsky, it provides a 
distinct purpose from outward speech and grows 
with socialization. Inner speech involves thought 
linked to words, which weaken and give way to the 
creation of thought that contains pure meanings. It is 
pointed out that thought follows changes, it 
differentiates before becoming words, that why it is 
not accompanied by a synchronized appearance of 
speech (Pipitone et al., 2023; Vygotsky, 1962). 

Inner speech is another cognitive tool that 
emerges from one's social environment and is 
related to self-regulation, planning, problem-solving, 
ToM, and metacognition. That is the outcome of an 
evolutionary course where first the social discourse 
appears, then the private discourse, and eventually 
the internal discourse. Metacognition is a process of 
self-reflection, observation, and control of thoughts 
that utilizes internal speech, contributing to the 
formation of the structure of oneself and the external 
world based on self-attention, self-control, and self-
adjustment (Chella et al., 2020). 

Various terms referring to inner speech are 
found in the literature, such as speech, such as 
inner voice, private speech, inner language, internal 
dialog, self-talk, and covert speech. However, the 
best rendering of the term is captured as the 
subjective experience of language that lacks overt 

and audible articulation. Regarding artificial 
intelligence, self-speech is a cognitive field that has 
attracted the attention of research interest in the last 
two decades. Computational models included in 
their design simulations of different forms of inner 
speech, believing that they contribute to the 
improvement of language communication and the 
organization of consciousness. Research shows 
that agents with speech input perform better than 
those without such ability. The use of inner speech 
in intelligent systems aims at automation to improve 
its functioning, which is related to the development 
of self-regulation, optimal performance, and self-
awareness (Geraci et al., 2021). The case of using 
inner speech by the robot, involves the reverse 
propagation of the generated sentences to an inner 
ear, providing a form of self-awareness. Internal 
speech reproduces social mechanisms that lead to 
self-awareness (Chella et al., 2020). 

Additionally, Geraci et al., 2021 claim that 
inner speech is a significant factor related to the 
automation of artificial systems affecting human 
trust and mostly the anthropomorphism of 
automation. According to the study by Pipitone et 
al., 2019 inner speech is considered essential in the 
robot's conception that tends to be self-aware. The 
researchers presented a cognitive architecture 
where, through perception, messages from the 
external environment are converted into linguistic 
data that are stored in the phonological storage 
space. The central executive controls information in 
the working memory system and manages the 
internal thought process. At this stage, the internal 
monologue is created. Then, the perception of the 
new conditions and the repetition of the process of 
the cognitive cycle can follow. 

Chella et al., 2020 propose a computational 
model of inner speech based on the complex 
interaction of speech recognition and speech 
production system, short-term memory, procedural, 
declarative long-term memory. The robot, thanks to 
the reintroduction of its inner/private speech, 
describes static and dynamic scenes in front of it, 
enhancing its situational awareness. In addition, the 
robot can represent itself, observing and describing 
its actions, presenting a form of self-awareness. In 
particular, the artificial system receives perceptual 
signals from the camera and the internal sensors. It 
then converts the external signals into linguistic data 
and stores them in the phonological system. Next, 
the robot's covert articulation unit generates the 
viewed object's symbolic form.  

In their recent study, Pipitone et al., 2023 
report that the robot's internal speech can enhance 
human understanding and prediction of the robot's 
behaviors, allowing the creation of an adequate 
mental representation of the robot. Consequently, 
an artificial system that simulates the human 
mechanism promotes the attribution of human 
characteristics of users to the robot, as well as 
human-robot trust. Specifically, they used a robot 
equipped with an internal speech system. By using 
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explicit self-talk, the robot communicates its 
"thoughts" and explains its actions to be 
comprehended. Hence, the approach to human 
inner speech enhanced human confidence in the 
operation, safety, and the robot's vitality.  

Self-evaluation is a vital function for a robot. 
The agent can identify modifications that require 
reprocessing its actions and updating its 
performance evaluation. However, the assessment 
of his entire performance promotes the evaluation of 
his choices, the enrichment of his knowledge, the 
possibility of redefining his actions, and a more 
accurate future evaluation. According to Frasca et 
al., 2020 introspection of capabilities and evaluation 
of current and future performance are critical 
capabilities for a robot. Introspection helps assess 
strengths and weaknesses, while self-evaluation 
enhances the valuation associated with achieving a 
goal. The researchers presented a unified self-
evaluation framework based on the DIARC cognitive 
robotics architecture that allows robots to have self-
evaluation dialogues before, during, and after a 
task. The concept was applied to an NAO robot to 
implement a task. 

Görür& Albayrak, 2016 proposed the 
cognitive architecture CASOR (Cognitive 
Architecture for Assistive Social Robots) for social 
robots. CASOR includes basic processes of 
understanding human behavior and mental states 
by the robot through experiential learning and user 
modeling during interactions. The two levels it acts 
on are the cognitive and metacognitive levels. The 
first includes sensing, actuation, and memory 
elements, enhancing the robot to recognize external 
stimuli through sensory processes. At the second 
level, the integrated ToM enables the robot to 
assess the intention and mental states of the 
person. Then at the metacognitive level, the artificial 
system integrates them into decision-making and 
evaluates the effectiveness of its current action. The 
robot interrupts the cognitive process if the human's 
objectives are not met and modifies its behavior as 
needed.  

According to Goel et al., in 2020 four 
cognitive functions contribute to knowledge building, 
learning reinforcement, and social learning, with 
particular focus on analogy and Metalogical Analogy 
and Metaphysics. In the analogy, the AI system has 
a memory of previous situations it has responded to 
and is required to solve the current situation by 
recalling pre-existing knowledge. In the case of 
meta-thinking, the robot has knowledge of the world 
around it and has acquired self-knowledge. 
Therefore, in solving a problem, he uses the 
knowledge he has. If he fails, he uses meta-thinking 
by investigating the causes of the failure, to bring 
about his adaptation. However, depending on the 
context, the use of these strategies or their 
combination is also determined for the better 
perception and action of the agent. 

Mishra et al., 2023 with their study present a 
computational model for humanoid robots, in which 

they incorporate a computational approach to 
consciousness and awareness. The robot performs 
metacognitive reasoning, linking spatiotemporal and 
affective reasoning skills through a reinforcement 
learning algorithm. Essentially, the system engages 
processes such as short-term memory, attention, 
planning, association, and cause-and-effect analysis 
for problem-solving and decision-making. The 
model's working memory, which organizes the 
observable data and stores the learned verbal 
claims, is crucial in fostering human connection.  

Daglarli, 2020 leveraging data from AI and 
cognitive neuroscience, presented a study showing 
enhanced metacognitive aspects in an intelligent 
system. Specifically, he implemented an experiment 
that refers to an interaction process, through a 
game, a logic puzzle where memory-based 
classification and prediction processes assess 
cognitive functions. It is a computational model of 
approaching consciousness, and awareness, 
involving spatiotemporal and emotional skills for the 
humanoid robot to perform metacognitive reasoning. 
The reinforcement learning algorithm leads the 
development of spatiotemporal and emotional skills 
such as attention, short-term memory, decision-
making, planning, analysis of cause-effect 
relationships, and problem-solving. A reward system 
oversees these processes, and cognitive functions 
remain organized in the working memory of the 
model. The research findings highlight the 
importance of incorporating cognitive functions into 
a social robot, enhancing its social dimension. 

Cognitive robotics is the branch of robotics 
that focuses on designing and building robots that 
gain knowledge through experience and interaction 
with others. It blends techniques and expertise, 
artificial intelligence, cognitive psychology, biology, 
and neuroscience. Robots store the knowledge and 
skills in memory, which they recall with flexible 
action, depending on the context and the goals they 
expect to carry out. As a result, they can understand 
what they are doing, defend it, and successfully 
adjust to changing circumstances. The cognitive 
robot can infer the intentions and goals of the 
people with whom it communicates, determining its 
behavior accordingly, strengthening two-way 
engagement, a key element of social robotics 
(Sandini et al., 2021). 

According to the study by Zouganeli & 
Lentzas, 2022 AI systems perform well in 
performing specific, repetitive tasks but require 
human supervision. Until now, robots couldn't 
operate autonomously due to a lack of flexible 
action and the resulting limitations regarding their 
safety and reliability. A cognitive robot will be 
capable of distinguishing dominant goals, integrating 
and managing new knowledge, acting innovatively, 
devising appropriate strategies, choosing its 
behavior, evaluating its performance, and 
responding to complex tasks, skills, and mental 
processes currently associated with human 
intelligence. 
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Research reports that there are different 
metacognitive models of artificial systems with 
similar functions concerning various environments. 
This results in the lack of a common understanding 
of the terms and concepts of metacognition in AI 
systems. Caro et al., 2022 providing a shared 
comprehension representation of metacognition 
domains presented an ontology called IM-Onto, 
which contains key terms, concepts, and 
relationships for metacognition and computational 
metacognition. IM-Onto is a semantic model for 
interoperable metareasoning problems and includes 
a sub-ontology for each metareasoning problem 
related to discussion time allocation, effort 
evaluation allocation, knowledge testing, reasoning 
problem stopping, computational performance data 
collection, reasoning failure problem detection, the 
self-observation, and self-understanding.The 
successful and sustained interaction of the robot 
with the human agent requires the gradual 
acquisition of aspects of social intelligenceby 
intelligent systems (Görür& Albayrak, 2016). 

Williams et al., 2022 typically state that 
social intelligence comprises a range of skills and 
skills necessary for successful social interaction. 
Some of these are the perception and 
understanding of the internal states and moods of 
others, the knowledge and use of social norms, the 
ability to understand, be sensitive to, and manage 
complex social situations, and the ability to flexibly 
adapt socially. 

Social robots that provide a helpful role to 
humans should understand their needs and 
preferences, recognize their mental states, and 
adapt their actions to the user's wishes through 
personalized interaction. It is necessary to cover 
short-term and long-term changes by forming 
cognitive representations of interacting people. The 
robot's utilization of human mental states enables 
the metacognitive assessment of the cognitive 
process that results in decision-making. An 
important factor in the success of metacognitive 
judgment is the user's approval of the robot's action, 
developing a relationship of trust between them 
(Görür& Albayrak, 2016). 

In his study Jokinen, 2021 mentions that for 
a social robot beyond its ability to distinguish the 
intentions of the human it interacts with, it is 
important to control and clarify its perceptions, 
organizing its action in a targeted manner. Also, the 
awareness of the context, the collection of 
knowledge from the observation of the environment 
by the artificial agent, and the connection of the 
discourse with its action are necessary components 
as they will act as facilitators in the interactive 
process. Consequently, the development of social 
skills in an intelligent system plays an important role 
in the maintenance and evolution of human 
communication. However, the presence of cognitive 
skills in the robot contributes to the awareness of 
the environment, simulating more to the human 
factor. 

 
 

 
 

Figure 2. Human-Robot social interactivity under the lens of ΤοΜ and Metacognition dimensions 

 
 

Authors Bamicha and Drigas, taking note of the 
study's findings, summarized in the figure above the 
skills required for an effective human-robot social 
interaction. Competencies refer to the fundamental 

mental mechanisms of ToM and Metacognition, 
which determine communication, collaboration, and 
social engagement levels (Natarajan et al., 2023; 
Cross et al., 2019; SCASSELLATI, 2002; Vinanzi et 
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al., 2019; Xu et al., 2016; Basich et al., 2023; 
Chella, 2022; Castelfranchi & Falcone, 2019; Geraci 
et al., 2021; 
Frith & Happé, 1999; Hampton, 2009; Thellman et 
al., 2022; Banks, 2020; Mitsea et al., 2020; Miranda 
et al., 2017; Bamicha & Drigas, 2023a,b; Breazeal 
et al., 2009; Kralik et al., 2018). 
 
Results and Discussion 

Human-centered Artificial Intelligence has 
as its basic premise reliable human-machine 
interaction, promoting the mutual correlation 
between advanced technology and humanitarian-
ethical issues. Consequently, the expansion of 
mental and functional human capacities, as well as 
technical limitations of human intelligence, emerges, 
emphasizing the positive effects of artificial 
intelligence on the human species (He et al., 2021). 

Advances in artificial intelligence and 
cognitive neuroscience have been instrumental in 
creating different computational models and 
machine learning applications related to the 
development of metacognition, which is activated in 
the prefrontal cortex. Hence, the development of 
neurocognitive robotics made possible by the 
study's findings significantly advanced the field of 
social robotics (Daglarli, 2020). 

Reasoning about the mental states of others 
presupposes the existence of a mind in other agents 
so that they can form internal mental processes like 
humans. Machines do not possess mental states 
but are considered physical entities with built-in 
programmed behaviors. The perception of some 
agents as having minds develops an intentional 
attitude toward them, and they are considered 
rational entities with goals, desires, and beliefs 
(Martini et al., 2016). 

The design and creation of integrated 
computational models of social knowledge in a 
social robot requires the collaboration and 
contribution of various scientific disciplines. In 
particular, cognitive interaction between social 
neuroscience, artificial intelligence, robotics, 
computational linguistics, and the disciplines of 
psychology is necessary for effective social signal 
processing and understanding of human social 
behavior by intelligent systems (Cross et al., 2019). 

The groundbreaking development in AI and 
machine learning has cultivated human-robot 
interaction in different kinds of disciplines, related to 
information retrieval, medicine, education, and even 
navigation. A necessary mental capacity to achieve 
cooperation between the two actors is the mastery 
of the principal dimensions of the theory of mind. In 
particular, second-order mental processes are 
practical to complete the meta-representation of 
mental states (knowledge, beliefs, desires, goals) 
between them (Kneer, 2021). 

According to Incao et al., 2021 the rapid 
developments in social robotics tend to create 
systems that seek to imitate humans not only in their 
physical appearance but also in their behavior, as it 

is manifested in the various social interactions. To 
achieve efficient robot-human communication and 
cooperation, this would be highly advantageous. 
Several studies have focused on incorporating 
aspects of ToM into the robot, given that humans 
use the same processes to attribute intentions and 
beliefs to the robot, to which they attribute human 
characteristics. 

Comprehending the individual tastes and 
demands of the individuals they engage with is 
essential for social robots, and they must modify 
their actions accordingly. However, according to 
research, a robot lacks adaptability to the ever-
changing emotional conditions of a person, affecting 
the evolution of their communication (Görür et al., 
2017). 

Ensuring human safety while interacting 
with a robot is of utmost importance. It includes the 
prevention of conflicts between humans and robots 
acting in the same space, as well as any negative 
physical or psychological impact arising to the 
person from an unpleasant or dangerous 
communication with the artificial agent (Lasota et al., 
2017). 

In addition, an important issue is the 
performance of reliability in a robot or even in an 
autonomous system, which is related to several 
factors. The transparency of decision-making, the 
quality, smooth performance, and the correctness 
and reliability of the principles that govern the 
handling of erratic circumstances contribute to the 
formation of trust in the operation of the artificial 
system. Also, the features of the system that allow 
safe navigation, combined with social and 
psychological elements enhance its reliability. 
However, no matter how autonomous a system is, 
human interaction is necessary, as it confers the 
capacity to control the system whenever the 
situation calls for it. An assertion that intelligent 
systems complement human intelligence rather than 
displace it is supported by this fact. The importance 
of including ethical criteria in the design and 
operation of autonomous and intelligent systems is 
highlighted to prevent bias, deception, opacity, and 
the invasion of privacy when using them (He et al., 
2021). 

Natural and safe human-robot interaction is 
a crucial factor in human-to-human communication 
and presupposes the ability of perspective-taking 
(ToM), adaptation, and goal-directed behavior. The 
reasons behind man's actions are derived from his 
intentions, which also dictate his aims and point of 
view. Essentially, intention involves goals and 
actions in a future context. In situations involving 
joint actions, mutual communication includes 
common intentions, goals, and primordially the 
capacity to discern the intents of others. ToM is 
directly related to the previously mentioned 
procedure, where one agent can recognize 
another's perspective on a particular condition. 
Imitation contributes significantly to the development 
of ToM, as it facilitates the inference of an agent's 
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intentions. By exploiting internal simulation an agent 
can predict the action of another, its consequences, 
and the intention of his actions. Therefore, modeling 
these incrementally developing processes would 
enhance human-robot interaction (Vernon et al., 
2016). 

The design of robots combines principles of 
association and simulation to enable them to extract 
information about the social world and recognize 
and predict behaviors through observation. 
However, the process of complex mental states by a 
robot remains a challenge. The perception and 
differentiation of social contexts from artificial 
systems are related to data analysis resulting from 
environmental stimuli and the embedded knowledge 
they possess, limiting their adaptability. Enriching 
the robot with aspects of ToM would help uncover 
the hidden mental states of the human agent, 
providing the ability to form beliefs and derive 
intentions from the robot itself. The ability to predict 
actions by the AI system would promote its 
successful involvement in different social 
environments, which present variability, preparing its 
action within them (Bianco & Ognibene, 2019). 

Modeling human behavior is a complex 
cognitive process linked to aspects of social 
communication and is considered a challenge for 
advancements in robotics. Various studies have 
attempted to model the behaviors of artificial 
systems by focusing on symbolic or specific sensory 
data and knowledge resulting from previous actions. 
Chen et al., 2021 made an effort to create ToM for 
robots or machines so that they could, through 
imitation, perceive the perspective of others. A fact 
that would allow the understanding of the 
metacognitive mechanism to get even closer to 
human behavior. Specifically, they employed a 
nonverbal, nonsymbolic method robotics 
experiment, where an AI system using visual 
processing, with no prior symbolic information or 
knowledge, predicted a robot's future actions. The 
use of visual symbolism can contribute to the 
development of the social abilities of artificial 
agents. 

A successful human-robot interaction (HRI) 
requires the creation of an integrated architecture 
that understands, processes, and controls different 
software components that facilitate the execution of 
multiple tasks and capabilities. The storage of 
previous events and experiences and the modeling 
of actions, beliefs, desires, and intentions of others, 
which constitute the construction of knowledge for 
the selection of decisions and actions, are among 
the fundamental skills of an interacting robot. In 
addition, cognitive abilities related to perception, 
memory, attention, optimal action selection, 
reasoning, and Metareasoning integrated into the 
design of an intelligent system can enhance multiple 
interactions, but mainly personalized interaction 
(Rossi et al., 2022). 

The study of cognitive systems includes 
metalogical or computational metacognition that 

constitutes the basis for high-level decision-making, 
introspection, and self-evaluation. Applying 
metacognitive processes to intelligent systems can 
act promptly and efficiently, enhancing the decision-
making process. However, heterogeneity is a 
hallmark of metareasoning (Caro et al., 2022). 

In light of that autonomous systems are 
increasingly entering human society, assuming a 
social-collaborative role, the growth of ethical 
proficiency in their operation is a prerequisite. 
According to Malle & Scheutz, 2019, the moral 
competence of a robot would create safety, trust, 
and acceptance by the human agent. Researchers 
consider that moral judgment, moral action, and 
moral communication as processes, combined with 
the presence of moral rules and vocabulary 
constitute the necessary components of the moral 
capacity of an intelligent system. They even support 
the importance of learning and reasoning in forming 
social and moral agents of a robot, which acts with a 
social character. 

The rapid development of technology has 
seen positive developments in health, information 
management, productivity, security, and knowledge 
delivery. However, it highlighted weaknesses related 
to the management of personal data, excessive 
expectations, and issues of reliability and trust due 
to increasing technological complexity. Therefore, 
human training and expertise, technology 
management, focus on user interfaces and creating 
experiences, and good governance are challenges 
that will limit any adverse consequences of 
technological achievements (Kaivo-Oja et al., 2017). 

It is highlighted that the amalgamation of 
inventiveness and troubleshooting with the 
parameters of Diversity, Equity, and Inclusion in the 
human environment could create robots that support 
diversity, limiting existing inequalities. It would 
possess the ability to encourage long-term 
interaction with humans and the acceptance of the 
artificial agent by the broader societal context 
(Natarajan et al., 2023). 
 
 Conclusions 

In summary, the man who invented artificial 
intelligence is on the path of rapid and continuous 
developments in technology and science. Therefore, 
he has to co-create with intelligent systems the 
foundations of a different society, where humans 
and machines co-exist, cooperate, and accompany 
harmoniously in the future's voyage, aiming at the 
optimal management of all resources for human 
well-being. However, a few issues were raised, 
concerning the ethical demarcation and the scientific 
limitation in the introduction of technology in the 
daily life of man, specifically the artificial factors in 
the personal social life. Coordinated human-robot 
social interaction with anthropocentric characters 
presupposes skills that enhance mutual 
communication, social cognition, and cooperative 
action. Higher mental mechanisms such as ToM 
and Metacognition are gradually integrated into the 
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operation of intelligent systems aiming at better 
social and cognitive support for the human factor. 
However, further studies are needed to cover 
aspects related to the ability of robots to understand 
the ingenuity, creativity, and flexible adaptation of 
humans. 

It is recommended upcoming research looks 
into the potential enhancement of robot sensors and 
interface means to provide greater flexibility in 
decoding information about human behavior. In 
addition, it would be beneficial to integrate social 
competence into the robot from the standpoint of 
transitioning from a structured communication to a 
dynamic and unpredictable interaction environment. 
Furthermore, the use of intelligent agents in the 
mutual engagement of a social nature mainly 
focuses on short-term interactions. Thus, searching 
for conditions that allow long-term human-robot 
interaction while maintaining social relevance, 
quality communication, and the necessary rules of 
ethics and morality would constitute a crucial 
research challenge. 
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